Detection and Diagnosis of Pancreatic Cancer using Neuro-Fuzzy Techniques
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Abstract: Pancreatic Cancer is malignant growth or tumor, which forms due to an uncontrolled division of cells in the pancreas, hence, may even lead to death if not detected at the early stage. If it is Pancreas then the disease is termed as Pancreatic Cancer. This paper presents an Artificial Neural Network model to diagnose pancreatic cancer based on a set of symptoms. The ANN model was created after analyzing the actual procedure of disease diagnosis by the doctor, then the back propagation algorithm. An approach to detect various stages of cancer affected in the pancreas is presented in the paper. The result gives more than 87% of accuracy which suggests the advantage of using the ANN model instead of manual disease diagnosis.
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1. INTRODUCTION

The pancreas is a gland of 6-inch long spongy organ located behind the stomach and in front of your spine [1, 2]. The pancreas contains exocrine and endocrine glands that create pancreatic juices, hormones, and insulin. Pancreatic juices, or enzymes, made by the exocrine glands are released into the intestines by way of a series of ducts in order to help digest fat, proteins, and carbohydrates [1]. The endocrine cells are arranged in small clusters called islets of Langerhans, which release insulin and glucagon into the bloodstream. These two hormones manage levels of sugar in the blood. When they are not working properly, the result is often diabetes. Pancreatic cancer usually begins in the cells that produce the juices. The abnormal pancreas tissues continue dividing and form lumps or masses of tissue called tumor. Tumors then interfere with the main functions of the pancreas.

The number of cancer related deaths worldwide is increasing day by day and researches shows that pancreatic cancer is the eighth most common cause of cancer-related deaths worldwide and fourth worldwide. Pancreatic cancer originates of the malignant type neoplasm from transformed cells arising in tissues from the pancreas. Pancreatic cancer is hard to catch early. It doesn't cause symptoms right away. When you do get symptoms, they are often vague or you may not notice them. They include yellowing of the skin and eyes, pain in the abdomen and back, weight loss and fatigue. Also, because the pancreas is hidden behind other organs, health care providers cannot see or feel the tumors during routine exams. Doctors use a physical exam, blood tests, imaging tests, and a biopsy to diagnose it.

Because it is often found late and it spreads quickly, pancreatic cancer can be hard to treat. Possible treatments include surgery, radiation, chemotherapy, and targeted therapy. Targeted therapy uses substances that attack cancer cells without harming normal cells.

Detection of pancreatic cancer in its early stage is the key of its cure. To do this, various techniques such as X-ray (Chest Radiograph), CT, PET, MRI scan, Sputum Cytology etc. are available. However, most of these techniques are expensive and time consuming. Along with these, the new CAD (Computer - Aided - Diagnosis) techniques is increasing. These techniques help to detect the occurrence of pancreatic tumor in its early stage [3].

An Artificial Neural Network (ANN) is a mathematical representation of the human neural architecture, reflecting its “learning” and “generalization” abilities. For this reason, ANNs belong to the field of artificial intelligence. ANNs are widely applied in research because they can model highly non-linear systems in which the relationship among the variables is unknown or very complex. A review of various classes of neural networks can be found in [4, 5].

In various clinical situations which are considered difficult, ANN has been used successfully as a non-linear pattern recognition technique in making diagnostic and prognostic decisions or predictions, it is believed that it will be more widely used in biomedical systems in the next few years [6, 7].
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Nowadays, studies show that many medical diagnosis problems are being solved successfully using NN techniques. Artificial Neural Networks are applied to medicine mainly for the task which is based on the measured features to assign the patient to one of a small set of classes [8, 9]. Most applications of artificial neural networks in medicine are classification problems; that is, the task is on the basis of the measured features to assign the patient to one of a small set of classes. Several research groups are working worldwide on the applicability of neural networks in medical diagnosis [9, 10], modeling the kinetics of drug release [11], and even species determination [12-14].

In 2004, a NN based model is proposed by Kamruzzaman et al. [15], for the diagnosis of heart diseases. In 2008, a Genetic Algorithm (GA) based technique for classifying tumor mass in the breast and to identify breast cancer has been introduced [6]. A new method for Predicting Blood Cancer and Disorder was later developed by Payandeh et al. [16]. Sumathi and Santhakumaran [17], used Artificial Neural Network to pre-diagnosis of Hypertension using Back-Propagation training algorithm. Artificial Neural Network model to diagnose skin diseases was carried out by Backpo and Kabari [18]. Similar ANN models are also developed for breast cancer detection [19], Kidney stone diseases [20], etc were researches done using ANN.

Accuracy as well as the objectivity of medical diagnosis has been increased using neural networks. In ANN, the processing element is called as neurons. An artificial Neural Network is a network of such interconnected neurons operating in parallel. The aim of this paper is to present an approach to detect or diagnosis the various stages of pancreatic cancer disease affecting patients using artificial neural network and fuzzy logic based on a set of symptoms by some patients’ condition, then the NN can be used to make an accurate prognosis of each individual as stated by [21, 22]. There is no proper automated tool use for the purpose of Pancreatic Cancer Detection diagnostic system. Hence, a self-learning intelligent system will be developed using ANN which can be used to overcome the uncertainties in the diagnosis of pancreatic cancer. Some symptoms are taken from the patient’s previous medical records as well as from the doctor, and by using these data the neural network model is trained to detect the presence/absence of pancreatic cancer in that patient. To diagnose the pancreatic cancer properly using this intelligent model fuzzified symptoms values are applied.

II. METHODOLOGY

A. Mathematical Background

A neural network is formed by a series of “neurons” (or “nodes”) that are organized in layers. Each neuron in a layer is connected with each neuron in the next layer through a weighted connection. The value of the weight, \( w_{ij} \), indicates the strength of the connection between the \( i^{th} \) neuron in a layer and the \( j^{th} \) neuron in the next one.

The structure of a neural network is formed by an “input” layer, one or more “hidden” layers, and the “output” layer. The number of neurons in a layer and the number of layers depends strongly on the complexity of the system studied. Therefore, the optimal network architecture must be determined. The scheme of the ANN architecture is given in Figure 1.

![Figure 1. The neural network with two hidden layers.](image)

The \( w_{ij} \) is the weight of the connection between the \( i^{th} \) and the \( j^{th} \) node. The neurons in the input layer receive the data and transfer them to neurons in the first hidden layer through the weighted links. Here, the data are mathematically processed and the result is transferred to the neurons in the next layer. Ultimately, the neurons in the last layer provide the network’s output. The \( j^{th} \) neuron in a hidden layer processes the incoming data ( \( x_i \) ) by:

1) Calculating the weighted sum and adding a “bias” term ( \( \theta_j \) ) according to Equation 1.
2) Transforming the net

\[ net_j = \sum_{i=1}^{m} x_i \times w_{ij} + \theta_j \quad (j = 1, 2, \ldots, n) \] (1)

3) Transferring the result to neurons in the next layer: Various transfer functions are available in the work of Zupan and Gasteiger [5]; however, for the purpose of this research, the sigmoid one is used:

\[ f(x) = \frac{1}{1 + e^{-x}} \] (2)

The mathematical process through which the network achieves “training” was ignored by the final user. In this way, the network can be viewed as a “black box” that receives a vector with m inputs and provides a vector with n outputs (Fig. 2), the ANN architecture is hidden and it is indicated as a black box.

The network “learns” from a series of “examples” that form the “training database” (Fig. 3), the element data\(_{i,k}\) refers to the \(i\)-th medical data (symptom, laboratory data, age, etc.) of the \(k\)-th patient. Each row refers to a different patient labeled with a numerical code.

An “example” is formed by a vector \(X_{im} = (x_{i1}, x_{i2}, \ldots, x_{im})\) of inputs and a vector \(Y_{in} = (y_{i1}, y_{i2}, \ldots, y_{in})\) of outputs. The objective of the training process is to approximate the function \(f\) between the vectors \(X_{im}\) and the \(Y_{in}\):

\[ Y_{i,n} = f \left( X_{i,m} \right) \] (3)

This is achieved by changing iteratively the values of the connection weights \((w_{ij})\) according to a suitable mathematical rule called the training algorithm.

The values of the weights are changed by using the steepest descent method to minimize a suitable function used as the training stopping criteria. One of the functions most commonly used is the sum-of squared residuals given by Equation (4):

\[ E = \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{n} (y_{ij} - y_{ij}^*)^2 \] (4)

Where \(y_{ij}\) and \(y_{ij}^*\) are the actual and network’s \(j\)-th output corresponding to the \(i\)-th input vector, respectively. The current weight change on a given layer is given by Equation (5):

\[ \Delta w_{ij} = -\eta \frac{dE}{dw_{ij}} \] (5)

Where \(\eta\) is a positive constant called the learning rate. To achieve faster learning and avoid local minima, an additional term is used and Eq. 5 becomes:

\[ \Delta w_{ij}^k = -\eta \frac{dE}{dw_{ij}} + \mu \Delta w_{ij}^{k-1} \] (6)

Where \(\mu\) is the “momentum” term and \(w_{ij}^{k-1}\) is the change of the weight \(w_{ij}\) from the \((k-1)\)-th learning cycle. The learning rate controls the weight update rate according to the new weight change and the momentum acts as a stabilizer, being aware of the previous weight change.

![Figure 2. Details of input and output items concerning the ANNs-based diagnosis](image)
Once a network has been structured for a particular application, that network is ready to be trained. To start this process the initial weights are chosen randomly. Then the training or learning begins. The ANN has been trained by exposing it to sets of existing data (based on the follow up history of various cancer patients) where the outcome is known. Multi-layer networks use a variety of learning techniques; the most predominant is back-propagation algorithm. Information flows from the direction of the input layer towards the output layer. The hidden neurons are able to learn the pattern in data during the training phase and mapping the relationship between input and output pairs. Each neuron in the hidden layer uses a transfer function to process data it receives from input layer and then transfers the processed information to the output neurons for further processing using a transfer function in each neuron.

The number of iterations of the training algorithm and the convergence time varies due to the weight initialization. After repeating this process for a sufficiently large number of training cycles, the network converges to some state where the error of the calculations is small.

B. Data Set

The data obtained from the Niger Delta University Teaching Hospital, (NDUTH), Okolobiri, Bayelsa State were used for this study. Initially 11 pancreatic cancer patients’ data has been collected from the hospital and trained with the neural networks. The present algorithm is fast, taking only few seconds of execution time. After training and verification, the network can be used in practice to predict the diagnosis. Finally, the predicted diagnosis is evaluated by a clinical specialist. The disease name in their outcomes and the corresponding label assigned for each of them are mentioned in Table 1. On the basis of fuzzy set, this study defines each symptom by its membership value, \( \mu_A(x) \).

Nominal variables are used to represent the input values in the nodes of the input layer. Nominal variables may be two-state or many-state. A two-state nominal variables is easily represented by transformation into a numeric value. For example, Male = 0, Female = 1. Many-state nominal variables are more difficult to handle. They can be represented using an encoding known as one-of-N encoding. In this number of numeric variables represent the single nominal variable. The number of numeric variables equals the number of possible values; one of the N variables is set and the others are cleared. E.g. age < 35 = \{1, 0, 0\}, age \geq 35 < = 55 = \{0, 1, 0\}, age > 55 = \{0, 0, 1\}. Similarly the other input values are represented. Neural networks has facilities to convert both two-state and many-state nominal variables.

Data set used for the diagnosis of the pancreatic cancer is shown in Table 2. This data set consist of 11 possible symptoms and 3 categories of possible pancreatic disease outcomes. The outcome is purely dependent on the significance of symptoms for a particular patient. The total dataset consists of measured features of 120 patients in which 90 samples were used for training the network and the remaining 30 samples, for testing purpose. The set of symptoms represented as \( S = \{ \text{Jaundice, Loss of Appetite, Weight Loss, Pain in Upper Abdomen, Irritability, Gall Bladder Enlargement, Swelling Lymph, Diabetes Mellitus, Deep Venous Thrombosis, Acholic Stool & Steatorrhea and Fatty Tissue Abnormalities}\} \). The set of possible outcomes of diagnosis represented as \( D = \{ \text{Disease Detected, Disease might be Detected and Disease not Detected}\} \). The basic block diagram that explains about the operational procedure is shown in Figure 4. Building of the database and “learning” represents the left half (green) and its application for the diagnosis is the right part (blue).
### TABLE 1
Assigned Labels And Outcome

<table>
<thead>
<tr>
<th>Disease</th>
<th>Assigned Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC Detected</td>
<td>1</td>
</tr>
<tr>
<td>PC Might be detected</td>
<td>2</td>
</tr>
<tr>
<td>PC Not detected</td>
<td>3</td>
</tr>
</tbody>
</table>

### TABLE 2
Symptoms Significance And Result

<table>
<thead>
<tr>
<th>Weight loss</th>
<th>Jaundice</th>
<th>Irritability</th>
<th>Enlargement</th>
<th>GB</th>
<th>Swelling Lymph</th>
<th>DM</th>
<th>Loss of appetite</th>
<th>Pain in upper abdomen</th>
<th>AS &amp; Steatorrhea</th>
<th>Abnormalities</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.60</td>
<td>0.45</td>
<td>0.30</td>
<td>0.10</td>
<td>0.55</td>
<td>0.35</td>
<td>0.15</td>
<td>0.26</td>
<td>0.80</td>
<td>0.72</td>
<td>0.18</td>
<td>1</td>
</tr>
<tr>
<td>0.62</td>
<td>0.18</td>
<td>0.17</td>
<td>0.78</td>
<td>0.14</td>
<td>0.82</td>
<td>0.50</td>
<td>0.00</td>
<td>0.59</td>
<td>0.36</td>
<td>0.47</td>
<td>2</td>
</tr>
<tr>
<td>0.32</td>
<td>0.73</td>
<td>0.25</td>
<td>0.55</td>
<td>0.61</td>
<td>0.13</td>
<td>0.20</td>
<td>0.69</td>
<td>0.33</td>
<td>0.49</td>
<td>0.86</td>
<td>2</td>
</tr>
<tr>
<td>0.28</td>
<td>0.24</td>
<td>0.39</td>
<td>0.36</td>
<td>0.23</td>
<td>0.70</td>
<td>0.55</td>
<td>0.63</td>
<td>0.08</td>
<td>0.17</td>
<td>0.63</td>
<td>3</td>
</tr>
<tr>
<td>0.43</td>
<td>0.59</td>
<td>0.73</td>
<td>0.29</td>
<td>0.70</td>
<td>0.37</td>
<td>0.13</td>
<td>0.68</td>
<td>0.75</td>
<td>0.55</td>
<td>0.43</td>
<td>1</td>
</tr>
<tr>
<td>0.56</td>
<td>0.44</td>
<td>0.57</td>
<td>0.63</td>
<td>0.34</td>
<td>0.19</td>
<td>0.41</td>
<td>0.53</td>
<td>0.69</td>
<td>0.72</td>
<td>0.38</td>
<td>1</td>
</tr>
<tr>
<td>0.72</td>
<td>0.52</td>
<td>0.60</td>
<td>0.19</td>
<td>0.42</td>
<td>0.40</td>
<td>0.21</td>
<td>0.63</td>
<td>0.30</td>
<td>0.39</td>
<td>0.52</td>
<td>3</td>
</tr>
<tr>
<td>0.63</td>
<td>0.13</td>
<td>0.11</td>
<td>0.47</td>
<td>0.69</td>
<td>0.23</td>
<td>0.01</td>
<td>0.12</td>
<td>0.24</td>
<td>0.10</td>
<td>0.63</td>
<td>2</td>
</tr>
<tr>
<td>0.33</td>
<td>0.63</td>
<td>0.49</td>
<td>0.72</td>
<td>0.77</td>
<td>0.62</td>
<td>0.24</td>
<td>0.38</td>
<td>0.21</td>
<td>0.43</td>
<td>0.40</td>
<td>1</td>
</tr>
<tr>
<td>0.78</td>
<td>0.24</td>
<td>0.54</td>
<td>0.41</td>
<td>0.64</td>
<td>0.78</td>
<td>0.43</td>
<td>0.55</td>
<td>0.30</td>
<td>0.18</td>
<td>0.23</td>
<td>1</td>
</tr>
</tbody>
</table>

---

**Figure 4.** The block diagrams of operational steps in ANNs-based pancreatic cancer diagnosis

**III. RESULTS AND DISCUSSION**

The Neural Network toolbox from Matlab R2016b is used for performance estimation of the proposed networks where a three (3) layer, eleven 11 number feed forward network of inputs, sigmoid hidden neurons and linear output neurons is suggested. This study used the approach of Levenberg-Marquardt back propagation algorithm to train the network where training automatically stops when generalization stops improving, as indicated by an increase in the mean square error (MSE) of the validation samples. The proposed neural network is shown in Figure 5.
This study has used a membership based fuzzification scheme on our dataset to convert it to a fuzzified set of symptoms. A linear membership function was selected for each symptom again after an interview with physicians. Normally three to five linguistic variables were assigned to each symptom, then the classification tests were repeated. The experimental results of implementing the new ANN methodology to distinguish between Pancreatic Cancer affected and non-affected patients based upon specified symptoms represents good capabilities of the network to learn the training patterns corresponding to symptoms of the patients. The results are found to be better using back propagation algorithm. It gives more than 87% of accuracy. The experimental setup is shown in Figure 6.

A triangular membership function editor in MatLab is used for fuzzifying the inputs. This Membership function editor is shown in the Figure 7.
The performance graph plotted based on the results obtained is shown in Figure 8.

Figure 8. Performance Plot

The results of applying the artificial neural networks methodology to distinguish between PC affected and non-affected region of the pancreas based upon selected symptoms showed very good abilities of the network to learn the patterns corresponding to symptoms of the person.

Figure 9. Pancreatic cancer detection (Age,Gen,Smoke)

Figure 10. Pancreatic cancer detection (Age,Gen,Alcohol)
IV. CONCLUSIONS

This study has presented the development of an artificial neural network (ANN) for medical diagnosis. The research aimed to evaluate an ANN in pancreatic cancer diagnosis. The feed-forward back propagation neural network with supervised learning is proposed to diagnose pancreatic cancer. The ANN provide a powerful tool to help medical staff to analyze, model and make sense of complex clinical data across a broad range of medical applications. Pancreatic cancer detection in its early stage is the key of its cure. The automatic diagnosis of pancreatic cancer is an important, real-world medical problem. In this paper it has shown how neural networks are used in actual clinical diagnosis of pancreatic cancer.

The real procedure of medical diagnosis which usually is employed by physicians was analyzed and converted to a machine implementable format. The ANN showed significant results in dealing with data represented in symptoms. The results showed that the proposed diagnosis neural network could be useful for identifying the affected person. Artificial neural networks with the ability to learn by example are provided a very flexible and powerful tool in medical diagnosis offering very useful applications to modern medicine. Future works can be extended for other similar disease detection comprising complex and related datasets with similar or better accuracy.

REFERENCES