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Abstract: In recent years, businesses and organizations have placed significant emphasis on network security. Through the 

network, the attackers were able to exploit flaws in the network setup. Numerous secure solutions, the most of which are based 

on attack signatures, have been developed to safeguard communication in such an environment. These systems are often 

ineffective in detecting every type of attack. Recently, the approach of deep learning has been presented. In this research, we 

propose a hybrid model that combines the BGRU and Bi-LSTM models for detecting and preventing cloud-based attacks. We 

have used one hot encoding for data preprocessing and select k best features for feature selection. There have been experiments 

conducted on the UNSW-NB15 dataset. These experiments have been conducted using the Python simulation tool and the 

Jupyter notebook environment. The findings indicate that it has a higher rate of network attack & intrusion detection and 

classification accuracy of above 95 percent. 
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I. INTRODUCTION 

Cloud computing[1] has emerged as a leading and rapidly developing technology in the field of information technology research 

throughout the course of the last several decades. This technology offers the benefit of on-demand service in addition to the 

availability of an abundant supply of resources. Even though more people are using cloud computing services, maintaining one's 

privacy and safety in a cloud setting may be a big challenge [2]. In essence, the cloud environment necessitates the implementation 

of several preventative actions and safeguards, such as the guaranteeing of data privacy and protection, the availability of data, the 

location privacy of data, and the transfer of data in a secure manner [3]. Despite this reality, the cloud environment is progressively 

being negatively impacted by both external and internal threats. As a result, the cloud environment has begun to place a greater 

emphasis on the use of intrusion detection systems in order to safeguard the data that is stored and processed[4].  

Recently, researchers in the fields of network security [5] and cloud security [6] have shown an increasing interest in implementing 

strategies that use machine learning. In the machine learning-based security system, aberrant and healthy behaviors are classified 

based on the labelled traces from the training models. These labelled traces come from the models that are used for training. The 

security of the cloud environment is maintained using machine learning and deep learning-based intrusion detection models [7][8], 

which work by extracting a variety of feature sets. The security model that is based on machine learning and deep learning may 

discover vulnerabilities in a substantial way while also having a decreased level of complexity and costing an acceptable amount. In 

recent years, various studies have been conducted on the creation of machine learning-based intrusion detection models. These 

models are used to identify potential security breaches. Even if the machine learning approaches defend against the several forms of 

assaults that may occur in the vast cloud environment, it is not effective against unknown attacks [9]. As a result of this, a number of 

researchers who are currently active have provided both supervised and unsupervised learning-based security solutions [10][11] in 

order to safeguard the data from the vulnerabilities. Because the data that is saved and performed in the cloud environment is crucial 

to cloud users who have malicious intentions, it is important to provide security in the cloud environment with the use of machine 

learning algorithms [12]. During the process of establishing the cloud security model, it is essential to have a thorough 

understanding of the security precautions that the cloud service provider is required to take. 

Deep learning-based response to these threats is proposed in this paper for a secure CC environment. The following is a summary of 

the rest of the paper. Deep learning as well as computational modeling for cloud - based security vulnerability scanning are 

discussed in the following section.... Finally, the research methodology was discussed in section three. For cloud - based security 

intrusion detection, we announce the findings of implementing this algorithm. Finally, future research is discussed to bring the paper 

to a close. 
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II. LITERATURE SURVEY 

In deep learning & cloud computing, experts at home and abroad have amassed a wealth of research findings on the detection of 

intrusions in intelligent power terminals using deep learning and cloud computing. This study [13] presents and compares To a 

hybrid Piled Contractive Auto - encoders (SCAE) + Svm Classifier IDS model. Deep learning algorithms, such as basic computer 

vision, may be used to detect and classify attacks simultaneously. Take a look at the detection methods employed by a few current 

IDSs as well. Using the KDD Cup 99 and NSL-KDD Intrusion Detection datasets, our detection method outperforms existing 

methods. propose a Deep Learning (DL) model to reduce the FPR which lowers a scalable solution by deploying the model on cloud 

to increase the responsiveness of the NIDS during high loads, hence increasing the availability. The model which is running on 

docker containers on the cloud instance can be accessed using REST APIs as it is deployed as microservice. The experimental 

results showed that Deep Neural Networks (DNN) with have hidden layers achieved the best accuracy of 95.02% and a least 

accuracy of 88.75% by Long Short-Term Memory (LSTM) with two layers. In traditional ML algorithms, Random Forest approach 

have achieved 86% accuracy [14]In order to improve NIDS responsiveness under peak loads and thus increase its availability, 

suggest using deep learning (DL) to lower the FPR. DL is a scalable solution because it can be implemented in the cloud. Since the 

model is deployed as just a microservice in docker containers just on cloud instance, REST APIs can be used to access it. Ninety-

two percent of the time, deep neural networks (DNNs) with four hidden layers were most accurate, while LSTMs with two hidden 

layers had the worst accuracy of 88.75 percent, according to the results of the tests. The Random Forest technique has obtained an 

accuracy rate of 86% in traditional ML algorithms. In this work, [15]propose a deep learning strategy for IDSs that is more accurate 

than existing methods in detecting U2R and R2L assaults. Only basic methods of deep learning, like convolutional neural networks, 

oversampling, undersampling, and data augmentation, were employed in the suggested approach. In addition, no domain expertise is 

required for the suggested technique, since the proposed pipeline does not include feature engineering. In this study, they also give 

the experimental results of a performance evaluation of the suggested technique using the KDD Cup 99 Dataset. The experimental 

findings demonstrate that the suggested technique can identify U2R or R2L assaults with more precision than earlier research. 

This study's [16] objective is to examine the feasibility of utilising machine learning approaches for Application-level detection of 

SQL injections. Classifiers that have been trained on a variety of harmful and non-harmful payloads will be put to the test. They 

receive a payload as input and determine whether or not it includes harmful code. The findings demonstrate that these algorithms 

can discriminate between benign and malicious payloads with a detection rate exceeding 98%. An evaluation of several ML models 

for detecting SQL injection attacks is also included. Numerous investigations on ML-based Machine Learning IDS use KDD or 

improved KDD models. This article uses the dataset CSE-CICIDS-2018, which comprises the most recent fundamental system 

threats.[17] use of an IDS with Machine Learning Based (Random Forest) for CSE-CIC-IDS-2018 results in an excellent score of 

99% Accuracy. [18]This project seeks to apply powerful feature representations and excellent detection performance can be 

achieved using deep learning techniques. We present an effective unsupervised feature extraction approach based on the stacked 

contractive autoencoder (SCAE). As a result of the SCAE method, better and much more resilient reduced characteristics can be 

learned from network data. A new cloud IDS is constructed using SCAE and Classifier classification techniques. Using a 

combination of shallow and machine learning approaches, the SCAE+SVM method drastically reduces the computational burden. 

Using KDD Cup 99 and NSL-KDD, two widely used datasets for evaluating intrusion detection systems, experiments show that the 

SCAE+SVM method proposed here outperforms three other leading methods. 

In this work, [19]propose an adaptive cloud IDS architecture based on deep reinforcement learning that tackles the aforementioned 

constraints and provides detection and classification of new and more sophisticated attacks with pinpoint accuracy and fine-grained 

precision. In comparison to the most advanced IDSs, extensive research with benchmark UNSW-NB15 dataset shows greater 

accuracy and a lower FPR. In order to begin this research project, the dataset must first be gathered, and since it is openly accessible 

to the general public, the UNSW-NB15 dataset has been obtained. Prior to overcoming the difficulty of pre-processing process 

interpretation, there are issues with the dataset itself. At the level of unprocessed data, a technique called preprocessing may resolve 

potential issues such as missing values and redundant or inconsistent data. In the pre-processing stage, a raw dataset is adapted to 

the process's requirements. The removal of irrelevant features. It eliminates unnecessary features. The second issue with real-world 

datasets, particularly categorical data, is assigning labels with numeric labels or classes; hence, one-hot encoding is performed 

during data preprocessing. An additional challenge with selecting the optimal features from pre-processed data.  

Then, perform feature selection using the k-best features that have been identified. The BGRU (Bidirectional Gated Recurrent Unit) 

and Bi-LSTM (Bidirectional Long Short-Term Memory) deep learning models are then implemented. And determine the accuracy 

and loss values for this investigation. Deep learning was implemented in this project using Python technology and Jupyter Notebook 

as a software tool for experimentation. The complete methodological procedure is shown in figure 1. 
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Fig. 1. Block Architecture of the Proposed Methodology 

 

Here some steps of the proposed methodology are described in detail in the below subsections one by one: 

 

A. Data Preprocessing 

Pre-processing is a step-in machine learning and deep learning that prepares a dataset. This methodology addresses the handling of 

missing data & class imbalances. Dealing with missing values is the first step at this time. The phrase "missing values" is used when 

the expected values of the data are not recorded. As indicated earlier, a number of columns in the dataset are devoid of values. There 

are many pre-processing processes and numerical one-hot encoding, which are described in further depth in the following section. 

 One hot Encoding: When categorical variables are encoded, machine learning (ML) methods can use them to make better 

predictions. 

 

B. Feature Selection 

A feature is an attribute that has an effect on an issue or is relevant for the problem, and feature selection is the process of selecting 

the most significant features for a model. Each phase of machine learning is dependent on feature engineering, which consists 

mostly of two processes: Feature Selection & Feature Extraction. Despite the fact that feature selection and extraction methods may 

have the same goal, they are quite distinct from one another. Feature selection involves picking a subset of the original collection of 

features, while feature extraction generates new features. Feature selection is a method for minimising the number of model input 

variables by utilising only relevant data in order to prevent model overfitting. 

 Select K Best Features: SelectKBest is a class provided by the Scikit-learn API for extracting the best features from a given 

dataset. The SelectKBest technique chooses features with the k highest score in mind. By modifying the 'score func' argument, 

the approach may be used to classification or regression data. Selecting the right features is a crucial step when preparing a big 

dataset for training. It enables us to discard less significant data and save training time. 

 
Fig. 2. Graph for Selected Features 
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C. Proposed Deep Learning Models 

There are two deep learning models is given below which is used in this research. 

1) BidirectionalGRU (BiGRU) Model: A Bidirectional GRU, or BiGRU, is a model for sequence processing that is comprised of 

two GRUs. One takes the input in the forward direction, while the other takes it in the reverse direction. It is a two-way 

recurrent neural network with just input and forget gates. As seen in Fig. 2, gated recurrent units (GRUs) are regarded a gating 

mechanism in artificial recurrent neural networks, comparable to that of LSTM [20]. However, GRUs have been found to 

perform better with smaller to medium-sized datasets. 

 
Fig. 3. Fig3. Gated Recurrent Unit (GRU) Model 

The word embedding is generated using WordNet, where bi-directional GRU is performed to combine the tweet's words into a 

single word vector. To ensure that all tweets have the same length, necessary placeholders are provided.4 

 

2) BidirectionalLSTM (Bi-LSTM) Model: Bidirectional long-short term memory, or Bi-LSTM, is a term used to describe the 

development of any neural network capable of storing sequence information in both directions (forwards and backwards) (past 

to future). Bidirectional input distinguishes a bi-LSTM from the a standard LSTM because it travels in both directions. Input 

can go forward or backward with a standard LSTM algorithm. The input can flow in both directions in bi-directional 

communication so that we can preserve both future and past data.[21]. 

 
Fig. 4. Bi-LSTM Model 

 

The graphic depicts the information flow between backward and forward layers. Most of the time, the BI-LSTM is used to perform 

actions from one sequence to another. All of these, as well as text classification and voice recognition, could be aided by a network 

of this type. 

III. PROPOSED ALGORITHM 

1) Input: UNSW-NB15 Dataset 

2) Output: Attack Detection 
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Procedure: 

Step 1:  Initialize process 

Step 2:  Firstly, dataset gathering  

Step 3:  Import Python Libraries  

Step 4:  Create Pandas data frame 

Step 5:  Perform Exploratory Data Analysis (EDA) and Statistical Analysis. 

Step 6:  Perform data preprocessing to preprocess the data. 

 Drop irrelevant features 

 Apply clamping 

 Apply log function to nearly all numeric, since they are all mostly skewed to the right 

 Perform one-hot encoding 

 Reduce the labels in categorical features 

Step 7:  Perform feature selection using select k best features. 

Step 8:  Implement proposed deep learning models. 

 BGRU 

 Bi-LSTM 

Step 9:  Evaluating the model performance with accuracy and loss. 

Step 10:  Final Output to detect the attack. 

Step 11:  Stop 

 

IV. RESULTS AND DISCUSSION 

We need a particular environment in order to deploy and test the suggested deep learning models. For the purposes of this project, 

the Python programming language is used either as simulation software or, alternatively, the Jupyter notebook is utilized as a 

simulation environment. For the purpose of determining success, the approach calculates accuracy & loss parameters. In this part, 

we went into depth about the research that had been done and the tactics that had been developed in order to create a detection 

mechanism that is accurate, real-time, and has a quick processing capability. Each classifier has access to a completely new database. 

In addition to that, analyse the findings of the experiment. 

 

A. Dataset Description 

To conduct this study, I utilised the UNSW-NB15 Dataset. It is possible to get You can download the UNSW-NB15 pcap files and 

reports here. IXIA PerfectStorm at the Cyber Range Lab at the University of New South Wales Canberra generated the raw data 

packets for the UNSW-NB 15 dataset to generate a blend of current real normal activities as well as synthetic contemporary attack 

behaviour." By using the tcpdump tool, 100 GB of traffic was gathered (e.g., Pcap files). As a whole, this dataset contains nine 

different types of attacks, including fuzzers and analysis as well as backdoors, denial-of-service attacks as well as exploits. More 

than forty-nine features with class label can be generated using the Argus as well as Bro-IDS software packages. UNSW-NB15 

features.csv is a file containing information on these features. 

 Two 2 million but also 540,044 records can be found in the following four CSV files: UNSW-NB15 1.csv, UNSW-NB15 2.csv, 

and UNSW-NB15 3.csv. 

 UNSW-NB15 GT.csv is the file again for ground truth table, while UNSW-NB15 LIST EVENTS.csv is the file for the event 

list. 

 NB15 training-set.csv and NB15 testing-set.csv were created from this dataset and used for training and testing purposes. There 

are 175,341 records in the training set and 82,331 records in the testing set, which includes attack and normal records. 

 

B. Performance Evaluation Metrics 

After implementing deep learning models, we require assessment methods to determine how successfully they completed their 

assigned tasks. These measurements are known as performance assessment metrics. Studies have established a substantial variety of 

metrics, each of which evaluates a different element of algorithm performance. These measurements include accuracy & loss. 

1) Accuracy: Accuracy is less complicated. The accuracy of our model's predictions is determined by comparing the model's 

predictions to the actual values, expressed as a percentage. 
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(1) 

2) Loss: Loss is defined as the difference between your model's anticipated value and the true value. It determines how well (or 

poorly) our model is doing. If the error rate is high, the loss will also be large, indicating that the model is not performing well. 

The lower it is, the better our model performs. 

 

C. Results 

In this section, we will talk about the results that were acquired using the proposed BGRU model and the Bi-LSTM model that was 

built by utilising Python programming. 

1) Exploratory Data Analysis (EDA): Analyzing the data with the use of visual tools is known as Exploratory Data Analysis 

(EDA). A statistical summary and graphical depiction are used to detect trends, patterns, or to test assumptions. We just utilised 

one dataset to keep things simple. This was done using the UNSW-NB15 dataset. In addition to pcap and BRO files, there are 

also argus files, csv files, and reports included. As a visual aid, here are several EDA graphs as shown: 

 
Fig. 5. Count Plot of labels and Attack Category 

 

Figure 5 shows a count plot of labels and attack category, where x-axis shows the labels and y-axis shows the number of counts. 

There are multiple attack categories i.e., This includes everything from normal to backdoors to DOS attacks to exploits to analysis 

tools to shellcode to fuzzers. 

 
Fig. 6. Label Graph 

 

Figure 6 shows a label graph where shows the total number of labels (0 and 1). From this figure see that, above 40000 counts for 

label 1, and above 30000 counts for label 0is shown in this figure. 
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Fig. 7. Count Plot of Attack Category 

 

There are various attack types represented on the x-axis and the y-axis in the figure above, which depicts a count plot. There are 

nine distinct attack types included in this dataset, with "normal" denoting the absence of any attacks. As a result, there are far more 

non-attacks than attacks in the data. Figure 8 depicts a state count plot, in contrast. 

 
Fig. 8. Count Plot of State 

 

2) Visualization of Experimental Results 

This section visualizes the experimental results with their description. 

 
Fig. 9. Accuracy and Loss Graph for BGRU Model 
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The following figure shows an accuracy and loss line graph for proposed Bidirectional-GRU (BGRU) model with successive in 

which the blue line depicts accuracy and the orange line depicts loss are plotted against one another. There are epochs on the x-axis, 

and accuracy and loss are shown on the y-axis in this diagram.As we can see in this figure, accuracy value is low at initial epoch 0, 

then after few variation, accuracy value increased up to few labels then it constant up to epoch 100, Whereas loss value is very high 

at starting point then suddenly it decreased at 0.25 value approx. then it constantly decreased up to epoch 100. 

The below figure shows the accuracy, and loss line graph for proposed Bidirectional LSTM (Bi-LSTM) model with successive 

epochs, where blue line shows the accuracy, and orange losses can be clearly seen in the line. On the x-axis, the number of iterations 

is represented, while the y-axis shows the accuracy. and loss values. As seen in the graph, the accuracy value is low at initial 

epoch0; however, after a few variations, the accuracy value increased up to a few labels and remained constant up to epoch 100. On 

the other hand, the loss value is extremely high at epoch0; however, after a sudden decrease to approximately0.2, it remained 

constant up to epoch 100. 

 
Fig. 10. Accuracy and Loss Graph for Bi-LSTM Model 

 

Table 1 demonstrate the values of accuracy and loss for proposed BGRU and B-LSTM models. The proposed BGRU model has the 

greatest accuracyvalue on the UNSW-NB15 Dataset than the Bi-LSTM model. Bi-LSTM is also showing the high accuracy value 

but its less than BGRU model. The accuracy and loss value for proposed BGRU model is 96.23% and 9.68% whereas the accuracy 

and loss value for proposed Bi-LSTM model is 96.16% and 9.58%, respectively.  

 

TABLE I.  Accuracy and Loss Values for Proposed BGRU and Bi-LSTM Model 

Deep Learning 

Model(in%) 

BGRU Bi-LSTM 

Accuracy 96.23 96.16 

Loss 9.68 9.58 

 

V. CONCLUSION AND FUTURE WORK 

The goal of this study was to present a deep learning-based model for detecting cloud security attacks. Deep learning models able to 

detect attacks are the primary goal of this research. The UNSW-NB15 dataset was used to demonstrate the model's performance, 

which is meant to mimic actual network communication techniques and hypothetical or actual attack operations. Various learning 

percentages as well as hidden layers were used to train the model during this phase. In the testing phase, the trained model to 

classify the dataset.In this investigation, the gathered dataset was preprocessed, and feature selection was carried out with the use of 

select K-best features. And put into practice a deep learning model consisting of BGRU and Bi-LSTM. Python is the programming 

language that is used to carry out this experiment. The findings of the experiments indicate that the proposed BGRU model and the 

Bi-LSTM model both have an accuracy of 96.23 percent and 96.16 percent, respectively. Since the size of the dataset is not taken 

into consideration in this work to check the effect that the suggested model will have on performance, future research will be 

conducted in which we will investigate the influence that the size of the dataset has on the performance of models. 
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