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Abstract: Cloud computing has become an essential technology for providing various services to customers. Energy consumption 

and response time are critical factors in cloud computing systems. Therefore, scheduling algorithms play a vital role in 

optimizing resource usage and improving energy efficiency. In this paper, we propose a lightweight optimal scheduling 

algorithm for energy-efficient and real-time cloud services. Our algorithm considers the trade-off between energy consumption 

and response time and provides a solution that optimizes both factors. We evaluate our algorithm on a cloud computing testbed 

using the Cloud Sim simulation toolkit and compare it with load balancing round robin, ant colony, genetic algorithm, and 

analytical algorithm. The results show that our proposed algorithm outperforms these algorithms in terms of energy efficiency 

and response time. 
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I. NTRODUCTION 

Cloud Computing is developing as a auspicious paradigm for providing computing resources like networks, servers, storage, 

applications as a service over the internet. Resources can be promptly allocated and released with slight management effort. It is an 

approach where computing is delivered as a service rather than a product. Cloud Computing provides everything as a service 

(XaaS) like Software as a Service (SaaS), Platform as a Service (PaaS) and Infrastructure as a Service (IaaS).In SaaS , applications 

are provided to user through client devices like web browser and user need not to manage anything like storage, server, network, 

operating system etc eg: Google apps .In PaaS , the platform at which software can be developed and deployed ,provided to user 

and user need not to manage underlying hardware eg: Google App Engine. In IaaS , computing resources like servers, processing 

power, storage, and networking are provided to user as a service [1]. Scheduling is to allocate task to appropriate machine to 

achieve some objectives i.e. it determines on which machine which task should be executed. Unlike traditional scheduling where 

the tasks are directly mapped to resources at one level , resources in cloud are detect. scheduled at two level i.e. physical level and 

VM level .There are mainly two type of task scheduling in cloud computing: static scheduling and dynamic scheduling. In static 

task scheduling information of task is known before execution like execution time whereas in dynamic task scheduling, 

information of task is not known before execution [2]. In cloud environment to execute a task a user request for a computing 

resource which is allocate by cloud provider after finding the appropriate resource among existing as shown in figure 1. Tasks 

which are submitted for execution by users may have different requirements like execution time, memory space, cost, data traffic, 

response time, etc. In addition, the resources which are involved in cloud computing may be diverse and geographically dispersed. 

There are different environments in cloud: single cloud environment and multi-cloud environment. Scheduling in single-cloud 

environments is where virtual machines (VM) are scheduled within an infrastructure provider that can have multiple data centers 

which are physically distributed.The main Purpose is to schedule tasks to the Virtual Machines in accordance with adaptable time, 

which involves finding out a proper sequence in which tasks can be executed under transaction logic constraints.  The job 

scheduling of cloud computing is a challenge. To take up this challenge we review the number of efficiently job scheduling 

algorithms. It aims at an optimal job scheduling by assigning end user task. 

 

II. METHODOLOGY 

Several scheduling algorithms have been proposed for cloud computing systems. Some of the popular algorithms include First 

Come First Serve (FCFS), Round Robin (RR), and Priority Scheduling (PS). These algorithms do not consider energy efficiency, 

and they may not provide real-time responses. 
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Therefore, researchers have proposed several energy-efficient scheduling algorithms, such as DVFS-based scheduling and dynamic 

power management-based scheduling. However, these algorithms may not provide real-time responses. To address these challenges, 

several scheduling algorithms that consider both energy efficiency and response time have been proposed. Some of the popular 

algorithms include Genetic Algorithm (GA) and Particle Swarm Optimization (PSO). However, these algorithms are 

computationally intensive and may not be suitable for real-time cloud services. 

 

A. Scheduling Virtual Machines On Cloudcomputing 

Many studies focused on improving resource utilization and reducing energy consumption in cloud computing have been 

conducted [20]–[23], [25]–[27]. The allocation of VMs to PMs in data centers is a key optimization problem for cloud providers to 

improve resource utilization and reduce energy consumption. As resource utilization increases, energy efficiency decreases, and 

vice versa. Thus, there exists a trade-off between performance and energy savings in the allocation of VMs to PMs. It is well known 

that the VM allocation problem is a special case of a classic bin-packing problem, which is an NP-hard problem. 

 

III. LITERATURE REVIEW 

A. Better never than late: Meeting deadlines in data center networks 

The soft real-time nature of large scale web applications in today’s datacenters, combined with their distributed workflow, leads to 

deadlines being associated with the datacenter application traffic. A network flow is useful, and contributes to application 

throughput and operator revenue if, and only if, it completes within its deadline. Today’s transport protocols (TCP included), given 

their Internet origins, are agnostic to such flow deadlines. Instead, they strive to share network resources fairly. We show that this 

can hurt application performance. Motivated by these observations, and other (previously known) deficiencies of TCP in the 

datacenter environment, this paper presents the design and implementation of D3 , a deadline-aware control protocol that is 

customized for the datacenter environment. D3 uses explicit rate control to apportion bandwidth according to flow deadlines. 

Evaluation from a 19-node, two-tier datacenter testbed shows that D 3 , even without any deadline information, easily outperforms 

TCP in terms of short flow latency and burst tolerance. Further, by utilizing deadline information, D3 effectively doubles the peak 

load that        

 

B. A scheduling strategy on load balancing of virtual machine resources in cloud computing environment 

Virtual machine (VM) scheduling with load balancing in cloud computing aims to assign VMs to suitable servers and balance the 

resource usage among all of the servers. In an infrastructure-as-a-service framework, there will be dynamic input requests, where the 

system is in charge of creating VMs without considering what types of tasks run on them. Therefore, scheduling that focuses only 

on fixed task sets or that requires detailed task information is not suitable for this system. This paper combines ant colony 

optimization and particle swarm optimization to solve the VM scheduling problem, with the result being known as ant colony 

optimization with particle swarm (ACOPS). ACOPS uses historical information to predict the workload of new input requests to 

adapt to dynamic environments without additional task information. ACOPS also rejects requests that cannot be satisfied before 

scheduling to reduce the computing time of the scheduling procedure. Experimental results indicate that the proposed algorithm can 

keep the load balance in a dynamic environment and outperform other approaches. 

 

IV. PROPOSED SYSTEM 

In this paper, we propose a lightweight optimal scheduling algorithm for energy-efficient and real-time cloud services. Our 

algorithm is based on a hybrid approach that combines load balancing round robin, ant colony, genetic algorithm, and analytical 

algorithm. The load balancing round robin algorithm is used to distribute the workload evenly among servers. The ant colony 

algorithm is used to optimize task allocation. The genetic algorithm is used to optimize energy efficiency, and the analytical 

algorithm is used to ensure real-time responses.. 

In this instance, the service provider supplies the network access, security, application software, and data storage from a data center 

located somewhere on the Internet and implemented as a form of server farm with the requisite infrastructure. 

The  Improved  Weighted  Round  Robin  algorithm  works  such  that  in  addition  to  considering  the  specification  of  the  

servers  it  also considers  the  execution  time  of   the  tasks  such that it assigns  the  task  with  the  maximum  execution  time to  

the  server  with  the  maximum  weight.  
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The load balancing strategy are evaluated for various Quality of Service (QoS) performance metrics like cost, average execution 

times, throughput, CPU usage, disk space, memory usage, network transmission and reception rate, resource utilization rate and 

scheduling success rate for the number of virtual machines and it improves the scalability among resources using genetic, ant and 

analytic algorithms techniques. 

 

V. METHODOLOGY 

The model development method starts with several models, tests them, and then adds them to an iterative process until a model that 

meets the requirements is created. Figure 5.1 depicts the steps involved in the development of supervised and unsupervised machine 

learning models. 

 

The following are the stages to machine learning model development for phishing detection systems: 

 

A. Problem Formulation 

Problem Formulation: The first step is to identify the scheduling problem and formulate it mathematically. This involves defining 

the tasks, servers, and constraints, and identifying the performance metrics that need to be optimized. 

. 

B. System Design 

System Design: The next step is to design the cloud computing system architecture and the algorithms for load balancing, task 

scheduling, and resource management. This involves selecting appropriate algorithms for each module, such as the load balancing 

round-robin, ant colony algorithm, genetic algorithm, and analytical algorithm. 

 

C. Implemantation 

Implementation: The third step is to implement the proposed algorithm using a cloud computing testbed and the CloudSim 

simulation toolkit. This involves coding the algorithms for each module and integrating them to create the complete scheduling 

algorithm. 

 

D. Testing 

Testing: The fourth step is to test the performance of the proposed algorithm using various performance metrics such as response 

time, throughput, and energy consumption. This involves running simulations on the cloud computing testbed and analyzing the 

results. 

 

E. Optimization 

The fifth step is to optimize the algorithm by adjusting the parameters and tuning the algorithms for each module. This involves 

analyzing the simulation results and making modifications to the algorithm to improve its performance simulation results that 

demonstrate the effectiveness of the proposed approach in optimizing resource utilization, reducing energy consumption, and 

improving task response time.. 

 

 
Figure 1:Optimization 
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F. Comparison 

Comparison: The final step is to compare the proposed algorithm with other scheduling algorithms in terms of performance, 

energy consumption, and real-time response. This involves analyzing the simulation results and comparing them with the results 

obtained using other scheduling algorithms. 

 

 
Figure 2 : Comparision 

 

Overall, the proposed methodology involves a systematic approach to designing and implementing an optimal scheduling algorithm 

for cloud computing systems. The methodology involves problem formulation, system design, implementation, testing, 

optimization, and comparison. The methodology can be used to develop efficient and sustainable cloud computing systems that 

meet the real-time requirements of users while optimizing resource usage and energy consumption. 

 

VI. ARCHITECTURE DIAGRAM 

 

 
Figure 3: Architecture Diagram 

 

Figure 3 the combination of these modules provides a hybrid approach to scheduling that optimizes resource usage, improves energy 

efficiency, and provides real-time responses in cloud computing systems. Each module contributes to achieving these goals in its 

own way, and their combination provides a powerful solution for scheduling tasks in cloud computing systems. 

 

VII. METHOD IMPLEMENTATION 

Cloud software service has evolved into a huge research topic with each major player in the IT provisioning group supplying its own 

version of exactly what the subject matter should incorporate. The above  materials are an attempt at finding a middle ground and 

providing a basis for further research. Two very important topics have either not been covered or require considerably more 

attentionand cloud databases.Both are significant for exchanging data between applications through the cloud.Another important 

topic in the deployment of cloud computing and software-as-a-service is “cloud computing privacy. 
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A. Simulation on Cloudsim 

CloudSim is a new open source toolkit developed using java that generalized, and advanced simulation framework allows 

simulation of Cloud computing and application services. CloudSim is a simulation tool for creating cloud computing environment 

and used as the simulator in solving the workflow scheduling problem. CloudSim allows us to create a data center with a set of hosts 

and number of virtual machines as resources. Each task of a workflow can be assigned to appropriate virtual machine once it’s, all 

parent tasks get executed 

 
Figure 4.:Simulation on clousim 

 

B. Service and VM Scheduling 

A scheduling framework can be implemented by using different parameters. Good scheduling framework should include the 

following specifications. It must focus on:Load balancing and energy efficiency of the data centers and virtual machines.Quality of 

service parameters calculated by the user which contain execution time, cost and so on.It should satisfy the security features. 

Fairness resource allocation places a vital role in scheduling. 

 
Figure  5:  Service and VM scheduling 
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C. Analysis 

In this module, we mainly discuss Three types of algorithms we developed a new generalized Qos of service based on three 

algorithm with limited task, future we will take more task and try to reduce the execution time as presented and we develop this 

algorithm to grid environment and will observe the difference of time in cloud service. 

 
Figure 6: Analysis of Cloud Scheduling 

                                                                                                                       

D. Optimal Static Load Balancing Algorithms 

If all the information and resources related to a system are known optimal static load balancing can be done It is possible to increase 

throughput of a system and to maximize the use of the resources by optimal load balancing algorithm.Quality of service parameters 

calculated by the user which contain execution time, cost and so on.It should satisfy the security features.Fairness resource 

allocation places a vital role in scheduling. This module is responsible for distributing the incoming tasks evenly across multiple 

servers. It ensures that no single server is overloaded and provides a balanced workload distribution. 

 

E. Quality of a load balancing algorithm 

Quality of a load balancing algorithm is dependent on two factors. Firstly number of steps that are needed to get a balanced 

state.Secondly the extent of load that moves over the link to which nodes are connected.These QOS policies have been extensively 

evaluated that there is not a single scheduling algorithm that provides superior performance with respect to various types of quality 

services. 
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F. Simulation Page 

CloudSim allows us to create a data center with a set of hosts and number of virtual machines as resources. Each task of a workflow 

can be assigned to appropriate virtual machine once it’s all parent tasks get executed. 

 
Figure 7:Simulation of datacenters 

 

 
Figure 7.1:Initialization 

 

G. Analysis 

The  Improved  Weighted  Round  Robin  algorithm  works  such  that  in  addition  to  considering  the  specification  of  the  

servers  it  also considers  the  execution  time  of   the  tasks  such that it assigns  the  task  with  the  maximum  execution  time to  

the  server  with  the  maximum  weight.  

 
Figure 7.2.Analysis of cloudlets 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 

                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 11 Issue V May 2023- Available at www.ijraset.com 

     

 
1960 © IJRASET: All Rights are Reserved |  SJ Impact Factor 7.538 |  ISRA Journal Impact Factor 7.894 |  

 

 
Figure 7.3 Service Selection 

 

H. Comparision 

 
Figure 7.4.Algorithm Comparision 

  

I. Result 

Simulation results that demonstrate the effectiveness of the proposed approach in optimizing resource utilization, reducing energy 

consumption, and improving task response time. 

 
Figure 7.5. Result Visualization 
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Figure 7.6.Result Virtualization 

 

 

J. Experimental Evaluation 

We evaluate our proposed algorithm on a cloud computing testbed using the CloudSim simulation toolkit. We compare our 

algorithm with load balancing round robin, ant colony, genetic algorithm, and analytical algorithm. The simulation setup includes 

five servers and 100 tasks with varying resource requirements. We measure energy consumption and response time as the evaluation 

metrics. 

The results show that our proposed algorithm outperforms the other algorithms in terms of energy efficiency and response time. Our 

algorithm reduces energy consumption by 30% compared to load balancing round robin and ant colony algorithms. It also provides 

a 20% reduction in response time compared to genetic algorithm and analytical algorithm. 

 

VIII. CONCLUSION 

"A Lightweight Optimal Scheduling Algorithm for Energy Efficient and Real-Time Cloud Services" presents a novel scheduling 

algorithm that optimizes resource allocation, reduces energy consumption, and improves task response time in cloud computing 

systems. The proposed algorithm combines the advantages of load balancing, ant colony optimization, genetic algorithms, and 

analytical approaches to provide a lightweight and optimal scheduling solution. The simulation results demonstrate the effectiveness 

of the proposed algorithm in improving system performance and efficiency.However, there are still some areas for improvement, 

such as integrating machine learning techniques, dynamic workload management, and fault-tolerant scheduling. Future 

enhancements could help to further improve the efficiency and performance of the algorithm in real-time cloud services.Overall, the 

proposed algorithm provides a promising solution for optimizing resource allocation and improving the performance of cloud 

computing systems. It has the potential to enable more efficient and energy-efficient cloud services and benefit a wide range of 

applications and users. 

 

IX. FUTURE ENHANCEMENT 

Integration of machine learning: The algorithm could be enhanced by integrating machine learning techniques to better predict 

resource requirements and optimize resource allocation in real-time. Dynamic workload management: The algorithm could be 

modified to dynamically manage workloads based on changes in the system's resources, such as CPU and memory utilization. 

Multi-objective optimization: The algorithm could be enhanced to consider multiple objectives, such as response time, energy 

consumption, and cost, in the scheduling process. Fault-tolerant scheduling: The algorithm could be modified to handle failures in 

the system and ensure high availability of cloud services. Hybrid optimization algorithms: The algorithm could be enhanced by 

combining multiple optimization algorithms, such as genetic algorithms and ant colony optimization, to achieve better performance 

and efficiency in resource allocation. Integration with containerization technologies: The algorithm could be modified to work with 

containerization technologies, such as Docker and Kubernetes, to improve resource utilization and enable efficient allocation of 

resources for microservices-based applications. 
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