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Abstract: Social engineering (SE) attacks have emerged as a critical threat to corporate information technology (IT) security, 

exploiting human vulnerabilities rather than technological flaws. Unlike conventional cyberattacks, SE leverages psychological 

manipulation to bypass security protocols, with tactics such as phishing, pretexting, and baiting responsible for a significant 

proportion of corporate breaches. This paper presents a comprehensive theoretical exploration of SE by synthesising multi-

disciplinary literature across psychology, cybersecurity, and organisational behaviour. A three-layered conceptual framework is 

developed to analyse how micro-level (individual cognitive traits), meso-level (organisational structures), and macro-level 

(technological and societal factors) contribute to SE susceptibility across the attack lifecycle. The findings reveal significant gaps 

in existing models, especially regarding context-specific defences and the influence of emergent technologies like generative AI. 

This work contributes to the academic discourse by integrating behavioural, organisational, and technological factors, while 

also offering practical insights to guide policy formulation and risk mitigation in corporate environments. 
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I. INTRODUCTION 

Modern cybersecurity challenges require social engineering (SE) analysis since it has evolved into a significant security threat for 

corporate IT systems. SE differs from typical cyberattacks because it leverages human psychological vulnerabilities to compromise 

security protocols, thus becoming a worldwide threat to organisations. Multiple recent research papers confirm social engineering's 

severe threat level because a substantial number of cyber incidents involve its methods, while phishing, along with pretexting and 

baiting, rank among the most commonly used tactics [1].  

Kinds of SE attacks have received comprehensive theoretical investigation through multiple academic disciplines, including 

psychology and sociology, and the information systems field. SE exploitation capabilities can be explained with the assistance of 

models such as the Elaboration Likelihood Model and the Heuristic-Systematic Model, while the Social Engineering Attack 

Lifecycle framework provides ordered instructions about SE attack stages from initial information collection to execution and 

exploit steps.  

However, the advent of advanced technologies, particularly artificial intelligence (AI), has amplified the sophistication and reach of 

SE attacks [2]. Generative AI models can craft highly convincing phishing emails, mimic voices for vishing attacks, and even create 

deepfake videos, thereby enhancing the plausibility of fraudulent communications [3].This technological evolution necessitates a 

reevaluation of existing theoretical models to account for the enhanced capabilities and novel vectors introduced by AI-driven SE 

tactics [4].  

Despite the wealth of literature on SE, gaps remain in understanding the interplay between organisational culture, employee 

behaviour, and susceptibility to SE attacks. While individual cognitive biases have been studied, there is a paucity of research 

examining how organisational structures, communication patterns [5], and cultural norms influence the effectiveness of SE 

strategies. Moreover, the dynamic nature of SE, characterised by its adaptability and context-specific tactics, challenges static 

theoretical models, calling for more flexible and integrative frameworks. 

This study aims to bridge these gaps by conducting a comprehensive literature review of theoretical models about SE attacks on 

corporate IT security. By synthesising existing frameworks and identifying their limitations, we seek to propose a nuanced 

understanding of SE that incorporates organisational and technological dimensions. In doing so, we aspire to contribute to the 

development of more robust defence mechanisms and inform policy-making to mitigate the risks posed by SE in the corporate realm. 
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II. LITERATURE REVIEW 

A. Conceptualising Social Engineering Attacks 

Social engineering refers to the deceptive methods which attackers use to trick users into revealing sensitive information while 

giving unauthorised access to their systems. These attacks bypass technology protection systems because they exploit weaknesses in 

human behavioural response, which proves more vulnerable than cyber infrastructure [6]. According to [6][7], the SE tactics are 

categorised into phishing, pretexting, baiting, tailgating, vishing, and smishing [7][8]. 

SE continues to develop through principles of psychological manipulation that allow attackers to use authority as well as urgency 

alongside reciprocity and familiarity to achieve their objectives [9]. According to Yasin et al., social proof and cognitive dissonance 

serve as fundamental psychological frameworks enabling SE attacks' success because they base their attacks on behavioural science 

principles [10]. The strategies rely on targeting human operators because they represent the main security vulnerability, yet exist 

within environments that lack proper training and educational initiatives [11]. 

 

B. Frameworks and Lifecycle Models of Social Engineering 

Several frameworks conceptualise the SE lifecycle. The classic model involves four stages: reconnaissance, engagement, 

exploitation, and execution [12]. More contemporary frameworks emphasise socio-technical interactions and context sensitivity. For 

example, Adil et al [13] and Krol et al [9] conducted a systematic literature review revealing that SE models are typically 

fragmented and call for unification into comprehensive frameworks that reflect both attacker techniques and contextual defensive 

responses [14]. 

Further, Syafitri et al. identify the lack of rigorous prevention models as a key limitation in SE research. They call for the integration 

of human-centric frameworks such as "human-as-sensor" models with traditional threat modelling approaches to build more 

resilient systems [15]. This aligns with Adil et al., who advocate for the inclusion of psychological constructs in SE models to 

account for user susceptibility under different organisational cultures and communication dynamics [13]. 

 

C. Common Attack Vectors and Contextual Variants 

Among SE attack types, phishing remains the most documented, with real-world case studies from organisations such as Twitter and 

Ubiquiti Networks demonstrating severe operational and financial consequences [16][17]. The Verizon DBIR 2023 confirms that 

over 74% of cyber breaches involved some form of human manipulation, emphasising the need for proactive SE defence 

mechanisms [18]. 

Special attention is also given to context-specific vulnerabilities. Patel underscores how healthcare organisations face unique risks 

due to the high volume of sensitive patient data and reliance on loosely regulated third-party systems [16]. This supports the broader 

argument that SE models must be adaptive across industries and account for domain-specific constraints and behaviours. 

 

D. The Organisational and Cultural Dimensions of SE 

Recent literature advances the notion that SE susceptibility is not merely an individual cognitive problem but also a function of 

organisational culture, trust levels, and compliance environments. Alneami’s framework introduces national culture and 

organisational hierarchy as mediators of SE risk, especially regarding authority-based phishing [6]. Similarly, Adil et al. argue that 

remote work setups, weak policy enforcement, and distributed responsibility models increase exposure to sophisticated SE tactics 

[13]. 

Furthermore, Aldawood and Skinner contend that the success of SE attacks reflects failures not only in individual awareness but in 

institutional training, communication protocols, and security policy integration. Their critical appraisal identifies gaps in 

organisational readiness to address dynamic SE threats despite advances in technical defences [18]. 

 

E. Prevention, Defence Mechanisms, and Gaps 

A wide range of technical and behavioural strategies has been proposed for SE prevention. These include email filtering, endpoint 

protection, and behavioural monitoring technologies, alongside employee training, simulated phishing campaigns, and security 

culture reinforcement [19][20]. However, empirical validation of these methods remains sparse. 

Syafitri et al. and Abu Hweidi and Eleyan both highlight the need for cross-disciplinary models that evaluate not only the 

occurrence but also the avoidance of SE incidents—something largely missing in current literature [14][15]. They emphasise the 

integration of ethical penetration testing, policy simulation, and cultural adaptation mechanisms into holistic SE defence strategies. 
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F. Research Gaps and Emerging Challenges 

Despite the growing corpus of SE research, gaps remain pronounced. First, theoretical models often overlook the attacker’s strategic 

adaptations, especially with the advent of AI-generated phishing and deepfake-enhanced pretexting [12]. Second, while corporate 

SE studies are abundant, comparative cross-sectoral analyses (e.g., healthcare vs. finance) are limited [19][21]. 

Third, there is a notable deficiency in long-term impact assessments of SE training interventions and resilience-building initiatives. 

As Yasin et al. point out, many studies stop at incident analysis without probing organisational recovery or systemic resistance over 

time [17]. 

 
Figure 1: Common Social Engineering Attacks. 

 

III. METHODOLOGY 

This study adopts a theoretical and conceptual research design, aimed at developing an integrative framework for understanding 

social engineering (SE) attacks on corporate IT security. Instead of collecting empirical data, the research relies on critical analysis 

and synthesis of existing academic literature, conceptual models, and systematic reviews spanning cybersecurity, psychology, and 

organisational studies. 

Several peer-reviewed articles and authoritative reports published between 2018 and 2025 were selected from reputable databases 

such as IEEE Xplore, ScienceDirect, SpringerLink, and ResearchGate. Inclusion criteria prioritised studies that addressed SE attack 

lifecycles, psychological manipulation tactics, organisational risk factors, and defence strategies. Excluded materials lacked 

theoretical contributions or were overly technical without a behavioural dimension. 

The analysis proceeded in three phases. First, existing SE models were categorised and compared to identify recurring patterns and 

theoretical gaps. Second, an integrated multi-level framework was developed, encompassing micro-level (individual cognition and 

traits), meso-level (organisational culture and policies), and macro-level (societal and technological trends) factors. These were 

aligned with four stages of the SE attack lifecycle: reconnaissance, approach, exploitation, and exfiltration. Lastly, the proposed 

model was validated through cross-referencing with established theoretical constructs, ensuring internal consistency and 

interdisciplinary alignment. 

This methodology enables a structured and critical understanding of how human, organisational, and environmental factors 

converge to influence SE susceptibility, offering a foundation for both theoretical advancement and practical application. 
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Figure 2: Social Engineering Attacks flowchart. Source: [2] 

 

IV. FINDINGS 

The conceptual analysis yielded a multi-layered framework that elucidates the mechanisms by which social engineering exploits 

vulnerabilities within corporate IT systems. Key findings are organised according to the three analytical levels, micro, meso, and 

macro, and their influence across the SE attack lifecycle. 

At the micro level, individual factors such as cognitive biases (e.g., authority bias, urgency effect), personality traits (e.g., 

agreeableness, risk tolerance), and lack of training were found to significantly contribute to the success of phishing, baiting, and 

pretexting attacks. These align with dual-process persuasion models, suggesting that SE exploits heuristic decision-making when 

cognitive attention is low. 

The meso level emphasises the role of organisational structures. Companies with hierarchical cultures, ambiguous communication 

protocols, and weak security policies were shown to be more susceptible to authority-based or insider impersonation attacks. Trust 

climates and policy enforcement mechanisms emerged as critical mediators of SE resilience. 

At the macro level, environmental factors such as national cultural dimensions, regulatory maturity, and technological developments 

(e.g., remote work, generative AI) influence the prevalence and sophistication of SE attacks. For example, the rise of deepfake-

enabled pretexting represents a novel risk not addressed by traditional models. 

Across all levels, the analysis revealed a fragmentation in existing SE frameworks, most focus narrowly on individual susceptibility 

or attack techniques, neglecting the interplay between personal, organizational, and societal variables. The proposed framework 

addresses this gap by mapping the layered vulnerabilities and corresponding defences across the full SE lifecycle. 

This model not only synthesises existing theory but also introduces new relational pathways between variables, offering a 

comprehensive structure for evaluating and anticipating SE threats in organisational contexts. Figure 3 represents the social 

engineering framework. 
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Figure 3: Social Engineering Attacks framework. 

 

V. CONCLUSION 

This study provides a theoretically grounded, multi-level framework for understanding and mitigating the impact of social 

engineering attacks on corporate IT security. It departs from reductionist models that treat SE as a purely psychological or technical 

issue, instead offering a systemic perspective that links individual vulnerabilities, organizational dynamics, and macro-

environmental factors across the lifecycle of an attack. 

The conceptual synthesis demonstrates that effective SE defence requires more than security awareness or technical barriers. It 

demands a cultural and structural alignment across the enterprise—spanning employee education, trust governance, regulatory 

adaptation, and anticipatory technological design. In doing so, this work contributes both to academic discourse and to the 

actionable insights needed by cybersecurity practitioners. 

Future research should build on this foundation by empirically validating the model through comparative case studies, simulations, 

or longitudinal assessments across industries. Additionally, expanding the framework to account for adversarial adaptation and 

attacker profiling could enhance predictive power and resilience planning. 

In sum, this research advances the theoretical sophistication of social engineering studies while promoting an integrated, context-

sensitive approach to cybersecurity strategy. As SE techniques continue to evolve, so too must our frameworks for understanding 

and resisting them. 
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