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Abstract: Face finding and face analysis have been employed as the basis of many researchers in recent years. The outline of 
an object gives the structure and look of an object. In applications like face recognition, a form of the face acts as a significant 
role. This paper reviews different methods adopted in different works to frame the shape of the human face that would be 
useful for many other future works. A list of existing machine learning and deep learning algorithms for face shape analysis is 
discussed and reviewed. It also discusses the result and accuracy of different methods that act as intermediate steps in 
achieving the shape of a human face and also a number of suggestions for achieving optimization in the routine of the work. A 
review of various performance measures such as time taken, error rate, classification rate, and memory are discussed. 
Keywords: Active shape models (ASMs); Active Appearance Model (AAM); Haar; Histogram of Gradient (HOG); Local binary 
pattern (LBP).  
 

I. INTRODUCTION 
Face discovery and analysis is an exceedingly significant application of machine learning (ML). It has a vital role in applications 
like security systems, future prediction, criminal personality prediction, hair stylist recommendation, eyeglass design, and race 
detection. Image processing is practical in all these areas. But in present days machine learning is a vigorous region of research 
owing to its advancement in techniques. So now, the researcher’s interest is in combining image processing with ML to attain a 
fast and accurate result.  
The shape of an entity has importance in many works. The shape gives the structure and appearance of an entity.  In the medical 
field by knowing the shape and seeing the alterations, it is used for deciding numerous diseases. Like that human faces vary in 
shape and size.  
Sometimes people may look alike and differentiating them becomes difficult. So when recognition of faces with their features is 
difficult, the outline of the face helps to predict it [1] [2] [3].  
There are different shapes of the face such as round, rectangle, square, oval, diamond, heart, etc. According to experts shape can 
be identified geometrically. For persons having oval face shape face length is longer than the width of cheekbones and the 
forehead is larger than the jawline. For round faces, cheekbones and face length have similar measurements and they are bigger 
than the forehead and jawline. In a square outline, every dimension is similar. For a rectangle, the face extent is larger and all 
other measurements are similar. Deciding face shape is a complex task. Atomizing this task is our goal. This article provides the 
significance of face shape prediction to be used in various applications like morphological predictions. This also reviews some 
methodologies employed by different authors. 
 

II. REVIEW ON EXISTING APPROACHES 
Several recent existing approaches comprising deep learning, and ML techniques related to face shape analysis are discussed and 
analyzed. Gavrilescu et al. [4] proposed a three-layered neural network-based architecture for forecasting the 16 individual aspects 
of facial features examined by the Facial Action Coding System. The projected design is assembled on three layers: a base where 
the facial features are mined from the capture frame. By this capture frame, a multi-state face representation and the strength point 
of 27 Action Units (AUs) are calculated. The second layer is a mediator point, where an AU movement plan is built. This encloses 
all AUs’ strength points obtained from the base coating in a frame-by-frame mode. Finally, the top coating comprises of 16 feed-
forward neural networks (FNN) skilled through backpropagation. This examines the patterns in the AU movement chart and 
calculates scores from 1 to 10, envisaging every 16 personality traits. 
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Rodriguez et al. [5] described pain assessment, which is rooted in facial features only, where the presentation can be enhanced by 
feeding the raw frames to Deep Learning (DL) models, outperforming the most recent state-of-the-art results while also openly 
facade the trouble of imbalanced data. This approach first used a Convolutional Neural Network (CNN) to study facial features 
from VGG_Faces, which are afterward connected with a long short-term memory (LSTM) to develop the temporal relation 
between video frames. 
Sivaram et al. [6] gave a method that employs Recurrent Neural Network (RNN) and Deep Neural Network (DNN) to obtain face 
outlines. Originally, CNN was designed to obtain the Landmark assessment of appearances. At that time, an FNN was utilized for 
localities seem where a segment-rooted seeking technique was observed. By exploiting LSTM CNN-RNN, the core evaluation is 
further responsible which constructing the associated segment rooted pursuit doable and precise. 
Danelakis et al. [7] introduced a retrieval methodology that robotically notices precise facial landmarks and employs them to 
produce a descriptor. This descriptor is the product of three sub-descriptors that detain topological with geometric data of the 3D 
face scans. The proposed recovery systems benefit from the Dynamic Time Warping method to evaluate descriptors equivalent to 
dissimilar 3D facial successions. 
Hariri et al. [8] tried to recognize the characteristics of personality by determining the components of facial features for instance 
shape of the face, ear, eye distance, and forehead length. Here the output of the code matches the character of the person by 
approximately 72%. 
Facial landmark discovery and trail from record sequences are described in [9]. They used 26 landmarks in the face area to 
evaluate facial expressions. By a scale invariant feature rooted vectors these landmarks are professed in the initial input frame. 
These landmarks are followed throughout the record sequence by way of Multiple Differential Evolution –Markov Chain (DE-
MC). To discover the variations in the facial look, they proposed a kernel correlation investigation technique to maximize the 
resemblance criterion between the goal points and the candidate points. This method achieves an average rate of 90.8% 
performance in a diverse community data set. 
Paper [10] proposed a technique for extraction of facial features, for example, nostrils, pupils, mouth edges, and the resembling 
from active images. This method achieved high position accuracy at a low cost by merging shape extraction using separable filters 
with pattern matching rooted on the subspace method. 
Automatic hairstyle recommendation in a face image is recommended to automatically tell about how a person looks while 
wearing the selected hairstyle [11]. It uses the Multi-kernel learning system and Vector concatenation methods.  
In 2018, Petpairote et al. [12] used a best-matched face shape pattern for developing a personalized face neutralization technique. 
Closed eyes could be identified and opened up by deploying the best-matched face shape pattern. This system executes well in 
enhancing the face discovery accuracy and minimizes errors. 
 
A. Reviews on Face Detection Algorithms 
Face is the main part of the human being which reflects a person’s mind. The study of faces is important for many purposes like 
identification, personality prediction, race detection, criminology, etc. However, analyzing a face from an image is somewhat 
tedious. Automatic face analysis eliminates the intervention of humans from doing all these tasks. For any application first, the 
faces from an image have to be discovered. There are different methods for the detection of faces like sliding windows, Haar 
features, and Histogram of Gradient (HOG). Viola Jones objects detection uses Haar features for face discovery. It is formed by 
Paul Viola and Michael Jones [13]. This algorithm has different stages such as creating Integral Image, Haar feature assortment, 
Adaboost guidance, and cascade classifiers. It is very fast and accurate. Haar features encode the dissimilarity in typical intensities 
among two rectangular areas. Based on Viola Jone's work many extensions were given in Boosting and the dimension of Haar 
feature set [14]. HOG is an algorithm that looks at each single pixel of an image one at a time. For all pixels, the algorithm looks 
at its surrounding pixel.  The arrows were drawn where the image was darkened. To calculate HOG vertical and horizontal 
gradients need to be computed by filtering images using appropriate kernels [15]. 
Ma et al. [16] introduced a common Statistical Shape Modeling (SSM) that is proficient to form nonlinear circulation and is 
vigorous to outliers in training data. Without dropping generality and guessing sparsity in nonlinear circulation, a Robust Kernel 
Principal Component Analysis (RKPCA) for SSM is given with the intent of assembling a low-rank nonlinear subspace where 
outliers are not needed.  
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Obulesu et al. [17] gave a Facial Expression recognition (FER) scheme by extracting unique and robust face features. This work 
proposed Cross Diagonal Neighborhood Patterns (CDNP) for sole FE. The CDNP features are additionally practiced by the Gray 
Level Co-occurrence Matrix (GLCM). The derivative CDNP-GLCM features are thrown to CNN to train various expressions. 

 
B. Reviews on Feature Extraction Algorithms 
The FE technique for face shape recognition is reviewed. From the detected face, features are extracted for supplementary 
processing. In the case of face identification, the entire features of the face like nose, eye, mouth, etc. should be detected and these 
features are selected for recognition purposes. In the case of shape prediction, there is no necessity to mine the entire facial image. 
Extract only the landmark points. The accuracy and count of landmark points can vary in various applications. However, 
landmarks on the face rim cannot accurately localize manually or automatically. This can be localized with the help of a primary 
landmark point such as the eye, mouth, or nose tip. The accuracy of landmark localization is enhanced as the count of landmark 
points increases [18] [19] [20].  
Two categories of land marking detection methods are model-based and Texture-based methods. Model-based methods learn face 
shapes from labeled training images and then try to fit the shape model to an unknown face. But texture-based methods find these 
points without the supervision of a model. Active Appearance Model (AAM) and Active Shape Model (ASM) are examples of the 
model-based method. 
AAM provides a mode to discover an associated point set on an image. It is rooted in shape and appearance.  Appearance is made 
of all pixels on the image in that shape. It encloses a statistical model of the shape and gray-level appearance of the object of 
interest.  
Alabort-i-Medina et al. [21] various approaches to models were reviewed. This also reviewed a brain model of that can deform 
elastically [22]. Additionally, a more expensive, viscous flow deformation model [23] was also reviewed. The Eigen faces 
generated from Principal Component Analysis (PCA) were employed in face images and it was identified that PCA could not 
recognize changes of shape accurately [14]. The 3D model gray-level surface [24] helps in the amalgamation of outline and 
appearances but fails in classification. A combination of physical and statistical modes of dissimilarity with a 3D grey-level surface 
was found to be a valuable model [25]. To construct face images [26] i.e. a type of shape and local grey level look, ASM [27] was 
utilized. Models were produced by mingling a model of shape dissimilarity with a model of look dissimilarity in the shape-
normalized frame. For this [21] used face images marked with points on the main features to explain the shape of that object. 

  ssaQyy                                       (1) 

Where y is the mean shape, Qs is the orthogonal mode of variation, and sa is the shape parameters. Wrap the image such that the 

mean shape and its control points are matched. From this region, gray-level information is sampled. PCA is applied to diminish 
the global lighting variation and a linear model is obtained. 

    hhaQhh                      (2) 
 

Where h is the mean standardized grey level vector and ha is the gray point parameters. PCA is again applied and a vector of the 

following form is generated for every image. 
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Where e is the eigenvector is an appearance parameter vector. ASM is a model-based method. It needs several labeled training 
images. Using this find a match on the given new face image iteratively. The alignment of the shape model is finished by scaling, 
translating, and turning the shape. After applying PCA to diminish the size, construct a gray point outline for all landmarks in the 
multi-resolution side of a training image. 
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Let L be the landmark point with ‘n’ points then the necessary alignment of these points should be made by rotating, scaling, and 
transforming the training shape as equations (5) and (6).    

     H
nn ololL ,,...., 11                   (5) 

   
 LHl dwowl ,,,

                     (6) 
The Mean shape of the ‘m’ number of shapes can be obtained by the equation (7). 
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After finding idl , the difference of every shape from the mean face, the covariance matrix ‘S’ is calculated by equation (8). 
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After getting Eigenvalue and eigenvectors of S, the model is matched to the target using equation (9). 

Pbll                                   (9) 
Where by varying the weight ‘b’ novel shape examples could be produced. There are many attempts to improve classical ASM. In 
[28] improvement is done by increasing the width of the search profile to decrease noise and grouping the landmarks to avoid 
shape change of mouth. On testing ASM and AAM on the face image and brain structure, it is found that ASM is more rapid and 
accomplishes more accurate feature point position than the AAM. AAM provides an enhanced match to the texture [29]. 
 
C. Reviews on Classification Algorithms 
After FE, the classification of face-shape images is done based on the mined features. This subsection reviews some of the existing 
classification approaches. Classification is the procedure of placing the noticed things into predefined classes by comparing input 
image features with the objective image features. Classification can be finished based on training samples used; pixel information 
used, and counts of outputs for each spatial element [30], [31]. There are diverse types of classifiers such as Naive Bayes, Decision 
tree, Logistic regression, K-nearest neighbor, neural network, DL, Support vector Machine (SVM), etc.  
SVM is a discriminative classifier where separation is done by a hyperplane. These are supervised learning models using certain 
methods that compare the grouping objects based on their feature distance. Here good classification accuracy can be attained by 
maximizing the space amid the classes by choosing an optimal point of separation. SVM is fundamentally a binary classifier, but it 
can also extend to a multi-classifier.  In [32] linear and nonlinear SVM training models are employed in face identification. In 
comparison, of training samples in diverse orientations of face images it finds that the nonlinear training machine is better than a 
linear machine in classification. 
KNN (K nearest neighbor) is a classification model. It is a supervised learning technique. KNN is used in [33] to classify color 
face images. They performed a comparison of classification by KNN only and then by both PCA and KNN and found that KNN is 
a good classifier. 
Artificial Neural Network (ANN) comprises of a set of layers. Each layer consists of neurons. The neurons of each layer are 
connected to neurons of a new layer and have a weight. Neurons are called nodes. This acts like the human brain takes the 
decision by activating each node using the activation function.  ANN-based human FER method is described in [34]. It classifies 
the facial look using a Feedforward, back Propagation neural network.  
DL techniques are used in many applications. It is like a neural network with more layers between input and output. It is found 
that as the layer count increases, the accuracy of that task increases. There is a different architecture; we can have in DL rooted in 
the nature of the problem. In Image processing the most used architecture is CNN. It is proposed by Yann LeCun to use some 
features of the visual cortex. It can process a raw image and can give more accurate results by passing through different 
intermediate layers of NN with each layer having a different task.   
Choi et al. [35] proposed FER using CNN, one of the DL technologies. The proposed structure has general classification 
performance for any environment or subject. For this purpose, we collect diverse databases and organize the database into six 
expression classes such as ‘expressionless’, ‘happy’, ‘sad’, ‘angry’, ‘surprised’, and ‘disgusted’.  
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Pre-processing and data augmentation methods are related to progress training efficiency and classification outcome. In the 
existing CNN organization, the optimal arrangement that best states the features of six facial expressions is established by 
regulating the feature maps count of the convection layer and the nodes count of the fully - connected layer. Table 1 tabulates these 
methods' advantages and disadvantages. Murugappan, M., and A. Mutawa [36] described a triangulation technique for extracting 
geometric features set to categorize six expressions by computer-created markers. The subject’s face is recognized by using Haar 
features. An arithmetical form was given to eight virtual markers located in a described location on the subject’s face in a 
computerized manner. Five triangles are created by influencing eight markers’ locations as an edge of every triangle. Afterward, 
the eight markers were repeatedly trailed via LucasKanade optical flow algorithm while subjects’ coherent facial expressions. 
In [37] [38], used integration of methods in feature extraction and classification to obtain accurate results for classifying face shape 
and race. In [37] a model that used ASM-AAM for feature extraction and a combination of classifiers such as CNN and NN for 
classification was built.  An optimization technique was incorporated in feature selection and weight optimization in the classifier 
using a Fitness Sorted Grey Wolf Update (FS-GU) algorithm. A comparison of the model with AAM and ASM was separately 
performed and was identified that the AAM-ASM features work well in prediction. Similarly, the performance of the FSGU 
optimization algorithm was compared with other existing optimization algorithms, and was proved that the FSGU gives better 
accuracy than others.  
In [38] race from facial features was predicted by extracting it by a combination of features such as maximally stable extremal 
regions (MSER), Color, and speeded-up robust transform (SURF), and with a deep belief neural network (DBN) classifier. An 
optimization algorithm for feature selection called the lion mutated and updated dragon algorithm (LMUDA), was developed. It is 
also identified that more accurate results in classification and recognition can be achieved by integrating different methodologies 
together parallel or sequentially together. This is known as ensemble learning (EL) and is classified into homogeneous EL as well 
as heterogeneous EL. The result of EL can be obtained by bagging, boosting, voting, stacking, etc. Some of the works related to EL 
are [39] [40] [41] and [42].  

 
Table 1: Comprehensive Review 

Paper Method Advantages Disadvantages 
Face detection algorithms review 
[10]     
 

new 3D face 
recognition method 

generic and other 
features types were 
added to the framework 

Less discrimination 
power of covariance 
descriptors 

[14]    
 

set of six Local Binary 
Pattern (LBP)-like 
features derived 

High performance with 
low complexity 

- 

Feature extraction algorithms review 
[21]    

  
 

AAM Provided better results 
with reduced cost 
function 

Does not well fit to 
parametric models 

[24]        
 

 

An automatic detection 
approach using cone-
beam computed 
tomography (CBCT) 

high localization 
accuracy and short 
computation time 

- 

Classification algorithms review 
[35]    

    
 

Unique and robust 
facial expression 
classification method 

Extract all expression 
features 

Do not provide better 
results for dynamic 
results 

[36]     Triangulation Method High classification rate - 
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Table 1 reviews the pros and cons of some of the existing approaches. It is obvious that the pros and cons are calculated by 
parameters such as accuracy, performance, complexity, automatic detection, extraction of all face features, computation time, etc. 
Based on these parameters the results of some existing approaches are reviewed and are given in the subsequent section. 
Additionally, the review of the comparison of experimental results is made in the subsequent subsection. 
 

III. RESULTS 
Many researchers tried to classify the face shape using existing approaches like SVM, PCA, NN, etc. But at present times also it is 
found to be a tedious task due to the complexities of face shape. So this work reviews methods that may lead to a more accurate 
result and for these, some comparisons are made. The results are discussed below with the image downloaded from 
adonis@eee.upd.edu.ph.https://drive.google.com/file/d/1KZKaex8jVRs_i58g1sVyR3ZN5nupxDzU/view?usp=sharing and also 
from Google search. 
In the case of face detection as in Fig. (1), a comparison on schemes like Haar and LBP has been made. From this review, it is 
analyzed of that the Haar algorithm provides a higher true positive rate i.e. accuracy than LBP. However, the computation time is 
high for Haar at 2.327 seconds when compared with LBP at 0.029 seconds. Also, the Memory used by Haar is as low as 134. 6054 
when compared to LBP which uses 241.1875 memory. These details are tabulated in table (2). Since accuracy is considered as an 
important parameter for classification Haar is identified as the best choice for face discovery. Viola Jones's face detection 
algorithm using Haar features is a successful algorithm for face detection. In the case of several of the blurred images like in Fig. 
(2) LBP face detection technique fails. But Haar gives more accurate results than LBP. 

 
Fig 1. Face detection- Using Haar and LBP 

 
Table 2: Comparison of Haar and lbp methods 

 Haar feature-
based 

cascade 
algorithm  

LBP feature-
based 

cascade 
Algorithm 

Time taken 
  

2.327 sec 0.029 sec 

Memory 
usage 

134.6054 241.875 

  

 
Fig 2. Haar and LBP detected- blurred face 

 
The classification accuracy also depends on the brightness or intensity value of the image. So pre-processing operations such as 
resizing and Histogram equalization is done with the classification images as in fig. (3). It is reviewed that the image without pre-
processing will provide only less accuracy.  Consequently, after pre-processing, it has been found that face detection provides high 
classification accuracy as in Fig. (4). 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

Volume 11 Issue XI Nov 2023- Available at www.ijraset.com 
 

655 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 
 

FE is done followed by pre-processing to mine the facial features. In the case of shape extraction landmark points are set correctly 
on the face rim as illustrated in Fig. (5). These coordinate points and other features are to be extracted. This is done with the aid of 
algorithms such as ASM and AAM. The comparison within FE algorithms with parameters like error rate and time taken is made 
in Table 3. This table information describes that ASM provides a high error rate of 3.32 which is high when compared to AAM 
error rate of 2.89. Additionally, the time taken by ASM is also high as 0.12 sec when compared to AAM with 0.09 sec. This shows 
that the AAM FE algorithm provides better results when compared to ASM. 

 
Fig 3. Image before histogram equalization 

 

 
Fig 4. Detection after histogram equalization 

 

 
Fig 5. Landmarked face image 

 
Table 3: Comparison of feature extraction methods 

 ASM  AAM 
Error rate  3.32 2.89 
Time (sec) 0.12 0.09 

 
Finally these extracted features are fed as input for the classifier. The grouping or classification of images is done rooted on the 
shape of the face or the geometrical shape parameters from the obtained landmark points are identified [8] as in Fig (6). 

 
Fig 6. Geometrical face shape 

 
For classification, some ML algorithms like SVM [32], KNN [33], and DL algorithms like CNN [35] are reviewed. It is reviewed 
that both ML and DL algorithms provided better classification results. From this review, it is found that the selection of 
methodologies in each step is important for a better result.  
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Also, a selection of classifiers and their optimized performance are important. The comparison of these algorithms is made in 
Table 4. In the table, it is obvious that CNN the DL algorithm provides a better classification rate of 96.62 % when compared with 
ML algorithms SVM at 84.16% and   KNN at 83.24%. Consequently, the execution time is also better for CNN with 0.1534 sec 
other than SVM with 0.1956 sec and KNN with 0.2347 sec. This shows that a DL algorithm provides better accuracy when 
compared to ML algorithms.  

 
Table 4: Comparison of classification methods 

 SVM    KNN CNN 
Classification rate 84.16 83.24 96.62 

Time taken (sec) 0.1956 0.2347 0.1534 

 
IV. CONCLUSION AND FUTURE WORK 

This paper thus made a review of different methods to get face shape. It is found that Haar-based features are best for face 
detection and the pre-processing stage increases the accurate detection from Table 2.  Features extracted from the rim of the face 
image can be employed to decide the shape of the face either geometrically or by using classifiers. It is reviewed that the AAM 
algorithm performs well other than ASM. The selection of the classifier is another important parameter. The DL algorithm 
provided better classification results. Thus the performance metrics given reviews about the pros and cons of face shape prediction. 
It is finally reviewed that in the future, the classifier performance can be increased further by including an optimization technique 
with DL approaches. 
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