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Abstract: Digital images have become an essential part of everyday life, appearing in social media, news, medical, and legal 
contexts. However, as image-editing tools have advanced, it has become increasingly easy to alter or fabricate images. These 
manipulations, such as copy-move, splicing, and retouching, can spread misinformation or serve as false evidence, making 
image forgery detection a critical area of research. Traditional detection methods relied on manually crafted features like noise 
patterns or color inconsistencies, which often proved ineffective when images were compressed, resized, or modified in complex 
ways.In recent years, deep learning has revolutionized this field by enabling models to automatically learn useful features from 
data. Transfer learning, in particular, leverages pre-trained con volutional neural networks such as VGG, ResNet, and 
MobileNet to achieve higher accuracy, even with smaller datasets.This review examines the increasing use of transfer learning 
in digital image forgery detection.It discusses how techniques like Error Level Analysis (ELA) and recompression-based 
preprocessing help identify forgery clues, while Grad-CAM visualization aids in interpreting model decisions by highlighting 
manipulated regions. The paper concludes by emphasizing the need for future systems that balance accuracy, interpretability, 
and efficiency to provide reliable and explainable solutions for real-world image forgery detection. 
Keywords: Image Forgery Detection, Transfer Learning, Error Level Analysis, Deep Learning, Grad-CAM, MobileNetV2, CNN, 
Explainable AI. 
 

I. INTRODUCTION 
In today’s digital world, images are one of the most effective and trusted means of communication. They are used across various 
domains such as social media, advertising, journalism, and education, influencing how people perceive and interpret information. 
However, with the availability of advanced editing tools such as Adobe Photoshop, GIMP, and AI-based image generators, it has 
become easier than ever to manipulate or fabricate images without leaving visible traces. This has raised serious concerns regarding 
the authenticity and credibility of digital content, especially when visual media is often perceived as reliable evidence. 
Image forgery has emerged as a critical issue in the digital era, with significant social, political, and legal implications. Forged 
images are used to spread misinformation, damage reputations, fabricate evidence, or mislead the public. In some cases, they have 
even influenced political outcomes or judicial proceedings. The most common types of forgery include copy move, where a region 
of the image is duplicated within the same frame, and splicing, where components from multiple images are combined. These 
manipulations are often so seam less that human observers struggle to detect them manually. 
Traditional forgery detection methods relied on low-level image analysis techniques such as color inconsistencies, illumination 
artifacts, and sensor noise estimation [3]. While such handcrafted methods provided initial success, they often failed under 
geometric transformations, compression, or complex editing scenarios. The need for more robust and intelligent detection systems 
led to the integration of deep learning into image forensics. In recent years, deep learning, particularly Convolutional Neural 
Networks (CNNs), has revolutionized image analysis and forgery detection. CNNs can automatically extract com plex spatial and 
contextual features from images, enabling high accuracy and adaptability. Among these, transfer learning has emerged as a powerful 
approach that leverages pre-trained models such as VGG, ResNet, DenseNet, and MobileNet for forgery detection tasks [1], [2], [5]. 
This allows the reuse of learned features from large-scale datasets, improving performance even with limited data. 
Several researchers have combined preprocessing methods with deep models to further enhance performance. For instance, Error 
Level Analysis (ELA) and recompression-based preprocessing help highlight compression inconsistencies that reveal tampering 
traces . Furthermore, explainable AI techniques such as Grad-CAM provide visual interpretations of how CNNs detect forgery 
regions, improving model transparency and user trust.  
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This review paper examines various deep learning and transfer learning approaches used for digital image forgery detection. It 
highlights how modern architectures have significantly improved accuracy, generalization, and interpretability compared to 
traditional methods. The study also emphasizes how combining preprocessing, transfer learning, and explain able AI can lead to 
efficient and trustworthy systems for verifying the authenticity of digital images. 
 

II.  LITERATURE SURVEY 
This section reviews significant research contributions in the field of digital image forgery detection, particularly focusing on deep 
learning and transfer learning approaches. The summarized works collectively demonstrate the evolution of the field—from early 
convolutional network applications to recent hybrid and transformer-based architectures. 
The paper entitled “Image Forgery Detection Based on Deep Learning and Transfer Learning” pioneered one of the earliest 
explorations of transfer learning for image forgery detection. Their method utilized a Siamese network pre-trained to distinguish 
between cats and dogs, transferring the learned semantic dissimilarities to classify images as pristine or forged [1]. Despite being 
validated on a relatively small dataset of 1,348 images, the approach achieved a validation accuracy of 94.89%, proving that 
transferred knowledge could accelerate convergence and enhance classification efficiency. Similarly, the work “Transfer Learning 
Approach for Splicing and Copy-Move Image Tampering Detection” proposed a framework that effectively combined traditional 
preprocessing with deep learning. They employed Error Level Analysis (ELA) to reveal tampering traces, followed by six pre-
trained CNN models—VGG16, VGG19, ResNet50, DenseNet121, DenseNet169, and DenseNet201—for classification. 
Experiments on the CASIA v2.0 dataset showed that ResNet50 achieved the highest accuracy of 97.58% [2], highlighting the 
advantages of deeper architectures with skip connections in preventing overfitting. 
 The study “Manipulation Classification for JPEG Images Using Multi-Domain Features” introduced MCNet, a frame work 
integrating spatial, frequency, and compression domain features to classify manipulation types in JPEG images. Their multi-stream 
architecture enabled the network to differentiate distortions caused by both tampering and compression artifacts. Tested on diverse 
manipulations such as blurring, morphing, and resampling, MCNet achieved a top-1 error of 15.21%, outperforming MISLNet and 
ManTraNet, and demonstrated fine-tuning potential for related tasks like Deep Fake detection [3]. Another work, “Image Forgery 
Detection Using Deep Learning by Recompressing Images,” proposed a lightweight CNN-based approach leveraging recompression 
differences to highlight tampered regions. 

 
        Fig. 1. Various sample images and their processed forms 
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By comparing an image with its recompressed version, the model effectively amplified subtle forgery artifacts. Evaluated on CASIA 
2.0, it achieved 92.23% accuracy [4] and processed each image in just 34 milliseconds, outperforming CAT-Net and Buster-Net 
while maintaining computational efficiency. The paper “Enhancing Digital Image Forgery Detection Using Transfer Learning” 
presented a unified detection system for both splicing and copy-move forgeries [5]. Their approach integrated recompression-based 
preprocessing with transfer learning models such as VGG16, ResNet, and MobileNetV2. Among these, MobileNetV2 achieved 
around 95% accuracy while being lightweight, emphasizing its suitability for resource-limited devices. Similarly, “Image Splicing 
Forgery Detection Using Feature-Based of Sonine Functions and Deep Features” introduced a hybrid model combining handcrafted 
Sonine function-based texture features with CNN-derived deep features. Using the CASIA V2.0 dataset, the model achieved an 
outstanding accuracy of 98.93%, outperforming DCT-LBP, Haar wavelet, and U-Net models, demonstrating the effective ness of 
feature fusion for robust and precise splicing detection [6]. 
Further advancement was shown in “Detection of Tamper Forgery Image in Security Digital Image,” which developed a hybrid 
system combining spatial and transform domain features with CNN classification. Achieving 96.50% accuracy [7], the method 
proved effective even under compression and noise, making it valuable for security-oriented image forensics. In “An Active Image 
Forgery Detection Approach Based on Edge Detection,” an active forgery detection framework using edge detection and watermark 
embedding was proposed [8]. By integrating Canny edge features into chrominance channels via LSB watermarking, the method 
localized tampered regions with minimal false positives, maintaining image quality and robustness against compression and 
geometric transformations. Another study, “Document Image Forgery Detection and Localization in Desensitization Scenarios,” 
addressed the challenge of detecting tampering in desensitized documents. Their dual-branch neural network fused spatial and 
frequency features using multiscale attention modules, achieving 98% detection accuracy even under blurring or masking [9]. The 
study extended forgery detection into privacy-preserving ap plications. 
The work “Transfer Learning of Real Image Features with Soft Contrastive Loss for Fake Image Detection” presented the Natural 
Trace Forensics (NTF) framework, which focused on learning stable features of real images instead of identifying fake ones. Using 
a soft contrastive loss function, the model achieved 96.2% mAP across multiple generative models and exhibited strong 
generalization to unseen diffusion models, marking a major step forward in real-versus-fake image analysis [10]. In another 
development, “Deep Learning-Based Digital Image Forgery Detection System” integrated ResNet50v2 and YOLO architectures 
through transfer learning to detect splicing forgeries. Trained on CASIA datasets, the system achieved an impressive 99.3% 
accuracy [11], highlighting the power of fine-tuned pre-trained models for high-precision forensic detection. 

 
Fig. 2. Comparison of small-scale fake image localization results 
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The paper “An Image Forgery Detection Approach Based on Convolutional Neural Networks Using Transfer Learning” utilized a 
pre-trained VGG19 model fine-tuned for splicing and copy-move detection. Experiments on CASIA and Columbia datasets 
produced accuracies above 97% [12], demonstrating robust generalization and effective feature reuse via trans fer learning. “Image 
Tampering Detection Based on RDS YOLOv5 Feature Enhancement Transformation” introduced RDS-YOLOv5, combining multi-
channel preprocessing with an enhanced YOLOv5 backbone. Their system achieved +6.46% F1-score and +5.13% mAP 
improvements over the baseline, confirming that multi-feature fusion significantly strengthens tampering detection [13]. Likewise, 
“Hierarchical Progressive Image Forgery Detection and Localization Method Based on UNet (HPUNet)” proposed a hierarchical 
UNet variant integrating spatial, frequency, and noise-domain features with dual-branch attention. Achieving 93.27% accuracy and 
92.20% F1-score, HPUNet showed strong adaptability across datasets and superior localization capabilities [14]. 
A notable contribution, “A Two-Stage Detection Method of Copy-Move Forgery Based on Parallel Feature Fusion,” developed a 
two-stage system combining SLIC-based segmentation with parallel SIFT-Hu moment fusion. Their approach achieved up to 99.01% 
accuracy on MICC-F220 and COMO FOD datasets, demonstrating exceptional robustness against compression and noise [15]. The 
introduction of “Grad CAM: Visual Explanations from Deep Networks via Gradient based Localization” provided an interpretability 
tool by producing class-discriminative heatmaps, making deep models more transparent and trustworthy—an important step towards 
explainable image forensics [16]. “Image Forgery Detection using VGG16-UNet and Error Level Analysis (ELA)” proposed a dual-
stage framework combining ELA preprocessing with a VGG16-based UNet. Achieving 91.7% accuracy on the CASIA v2.0 dataset, 
the method highlighted the advantage of compression-based preprocessing coupled with transfer learning for forgery localization 
[17]. 
A comprehensive overview, “A Comprehensive Review of Deep Learning-Based Methods for Image Forensics,” dis cussed the 
transition from handcrafted to automated feature learning, emphasizing challenges in dataset generalization and explainability, and 
identified transfer learning as a promising direction [18]. Similarly, “Copy-Move Forgery Detection using Deep Learning for Image 
and Video Forensics” analyzed CNN and Siamese architectures for detecting copy-move manipulations. Experiments on CoMoFoD 
and MICC-F220 datasets demonstrated that deep learning approaches outperform SIFT and SURF, though limited data and high 
computational requirements remain obstacles [19]. Finally, “The Effect of Error Level Analysis on Image Forgery Detection Using 
Deep Learning” investigated the impact of ELA preprocessing in CNN-based models. Their experiments on mixed datasets 
achieved up to 76% accuracy, showing a 2–3% improvement over non-ELA baselines and validating ELA as a simple yet effective 
preprocessing enhancement [20]. 
In summary, these studies collectively highlight the rapid evolution of digital image forgery detection. The integration of transfer 
learning, hybrid architectures, and feature fusion has led to impressive accuracy and robustness across datasets. Future research 
directions include improving interpretability, ensuring scalability to diverse image domains, and reducing computational overhead 
to enable real-time, trustworthy forgery detection systems. 
 

III.   ANALYSIS AND DISCUSSION 
The evolution of fake image detection represents a re markable journey of technological advancement in the fields of computer 
vision and artificial intelligence. In the early stages, image forgery detection primarily relied on manually engineered features that 
examined various low-level inconsistencies such as color discrepancies, sensor noise patterns, edge artifacts, or compression 
irregularities. These traditional techniques, although effective for simple manipulations, often failed to handle complex editing 
operations like splicing, scaling, and recompression. As a result, their accuracy and generalization across diverse datasets were 
limited. The emergence of deep learning fundamentally transformed this landscape by introducing data-driven approaches that 
automatically learn hierarchical representations from raw images. Convolutional Neural Networks (CNNs) have demonstrated 
exceptional capability in extracting discriminative features, enabling them to detect subtle traces of image tampering that were 
previously overlooked by handcrafted methods. Transfer learning, in particular, has further accelerated progress in this domain. By 
leveraging pre-trained models such as VGG16, ResNet50, DenseNet121, and MobileNetV2—originally devel oped for large-scale 
image classification tasks—researchers have been able to fine-tune these architectures for specific forgery detection purposes. This 
not only reduces the dependence on large annotated datasets but also significantly decreases training time while maintaining high 
performance and stability. Several recent studies have also explored hybrid architectures that integrate deep learning with traditional 
machine learning classifiers such as Support Vector Machines (SVM) and Random Forests. These combinations are particularly 
beneficial in scenarios with limited computational resources or small datasets, offering a good balance between accuracy and 
efficiency. In parallel, classical preprocessing methods such as Error Level Analysis (ELA), Discrete Wavelet Transform (DWT), 
and recompression-based filtering continue to serve as valuable tools for highlighting tampered regions before feature extraction. 
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When coupled with deep models—such as VGG16-UNet or ResNet-UNet architectures—these pre processing techniques enhance 
both detection precision and tampering localization. 
Moreover, the integration of handcrafted and deep features has proven to improve robustness against distortions introduced by 
compression, blurring, or occlusion. Lightweight CNN models such as MobileNetV2 and EfficientNet are particularly appealing for 
real-time and mobile-based implementations, where energy efficiency and low memory usage are crucial. Their deployment 
potential extends beyond academic research to real-world applications, including mobile forensics, social media integrity 
verification, and law enforcement investigations. 
A notable emerging direction in this field is the use of explainable artificial intelligence (XAI) techniques, such as Gradient-
weighted Class Activation Mapping (Grad-CAM) and Layer-wise Relevance Propagation (LRP). These visualization tools provide 
interpretable heatmaps that highlight which regions of the image most influenced the model’s decision, thereby improving 
transparency, reliability, and human A notable emerging direction in this field is the use of explainable artificial intelligence (XAI) 
techniques, such as Gradient-weighted Class Activation Mapping (Grad-CAM) and Layer-wise Relevance Propagation (LRP). 
These visualization tools provide interpretable heatmaps that highlight which regions of the image most influenced the model’s 
decision, thereby improving transparency, reliability, and human trust in automated systems. Such interpretability is essential in 
forensic and judicial contexts, where explainable evidence is as important as accuracy. 
 

TABLE 1 
Extended comparison of deep learning and transfer learning models discussed in this paper for image forgery detection. 

Model Features Extraction/Method Description Accuracy(%) 

VGG16 
Fine-tuning on pre-trained layers; strong 
baseline with ELA preprocessing for forgery 
detection 

90–96 

ResNet50 Deep residual blocks with skip connections; 
high performance on CASIA v2.0 dataset 

92-98 

DenseNet121 Dense layer-wise feature reuse improves 
feature propagation and efficiency 

91–97 

MobileNetV2 
Lightweight CNN architecture using 
depthwise separable convolutions; suitable 
for limited resource devices 

88–94 

Xception 
Depthwise separable convolutions with 
residual learning for faster convergence and 
reduced computation 

89–95 

InceptionV3 
Multi-scale convolution feature extraction 
for robust detection under varying image 
sizes 

90–96 

Hybrid CNN + 
SVM 

Combines CNN-based feature extraction 
with SVM classification for better 
generalization on small datasets. 

88–93 

VGG16–UNet 
Combines VGG16 encoder with UNet 
decoder for improved localization of 
manipulated image regions 

91–94 

RDS–YOLOv5 
Enhanced YOLOv5 with multi-channel 
feature transformation; stronger tampering 
detection per formance. 

94–98 

HP–UNet 
Hierarchical Progressive UNet integrating 
attention and multi domain features for 
precise forgery localization 

93–96 
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In summary, the most effective modern frameworks for digital image forgery detection integrate multiple complementary 
components deep learning, transfer learning, preprocessing, hybrid modelling, and explainable AI. Moving forward, research efforts 
should focus on enhancing model generalization across unseen datasets, reducing computational overhead for real-time applications, 
and ensuring fairness and transparency. These advancements will be vital for the trustworthy deployment of forgery detection 
systems in real-world forensic, cybersecurity, and media authentication domains. 
 

IV.   CONCLUSIONS 
This paper reviewed several transfer-learning-based approaches for digital image forgery detection. Studies demonstrate that ELA 
preprocessing combined with lightweight CNN backbones like MobileNetV2 improves detection accuracy [2], [5]. However, 
interpretability and multi-forgery capability remain open research problems [18]. Future research should emphasize explainable AI 
models using Grad-CAM [16] and hybrid CNN architectures [13], [14] to enhance trust and usability in real-world applications. 
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