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Abstract: Social media sites have become vital instruments for spreading ones personal emotions to a rest of the world, thanks to 
the rapid growth of the Internet. Writing, photos, audio, and video are all used by many people to express their opinions or points 
of view. Every second, a massive amount of unstructured data are generated on the Internet as a consequence of social 
networking sites. To understand human psychology, data must be processed as soon as it is generated, which can be done via 
sentiment classification, which detects polarity in texts. It establishes if the writer has a negative, positive, or neutral attitude 
forward towards a specific item, administration, person, or region. Sentiment analysis is insufficient in some cases, needing 
emotion detection, which appropriately measures a person's emotional/mental state. This review investigates sentiment analysis 
levels, different emotion models, and sentiment analysis techniques such as emotion detection. Furthermore, the issues faced 
during sentiment or emotion analysis are addressed in this study. A range of machine learning techniques methods to assessing 
sentiment were also explored. 
Keywords: Sentiment analysis, emotion analysis, machine learning, deep learning. 
 

I. INTRODUCTION 
Emotions have a significant impact on a person's decision-making processes in a variety of situations. Social media platforms such 
as Instagram, YouTube, Twitter, and Facebook are often used in the business sector to promote products and get customer feedback 
[1]. Consumers who wish to learn so much about a service or product before making a purchase might benefit greatly from the 
active feedback provided by the general public. If you're a marketer, you may use sentiment analysis to better understand your 
customers so that you can improve your goods or services accordingly. Business and customer sentiment may have an influence on 
the stock market in both developed and developing countries [2]. With the growth of social media, investors may now communicate 
with one other more quickly and easily. Because of this, investor attitude has an effect on their investment choices, which may 
spread and amplify quickly throughout the network and affect the stock market. Sentiment and emotion analysis has had a profound 
impact on the way we do business [3]. 
Emotion and sentiment analysis have a broad range of uses and may be carried out in a variety of ways. Deep learning, machine 
learning, and lexicon-based methods are the three main approaches to sentiment and emotion analysis. There are advantages and 
disadvantages to each. However, researchers confront substantial hurdles, such as context, mocking and many emotions in a single 
utterance, as well as ambiguity in lexical and syntactical terms. There are no standard standards for transmitting sentiments across 
numerous media, and as a result, some people express their feelings with amazing force, while others restrain them, and yet others 
frame their message rationally. As a result, researchers have a major problem in developing a strategy that can operate well in all 
areas. [4]. Emotion analysis is concerned with the automated extraction of emotions represented in text supplied by a user. 
According to Ekman [5] the primary human emotions are anger, disgust, fear, surprise, sadness, and joy. 

 
Figure 1: Types of Facial Expression 
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The remainder of the text is organised as follows: Section 2 provides a quick overview of emotion analysis. Sentiment analysis is 
presented in Section 3. In addition, Section 4 discusses machine learning techniques. Section 5 describes numerous deep learning 
techniques, followed by a related study in emotion or sentiment analysis utilising various strategies in Section 6, and lastly, the 
review paper is concluded in Section 7. 
 

II. EMOTION ANALYSIS 
For affective computing, emotional analysis is essential. Emotions may be described as "affect," and the verb "to compute" implies 
to compute or quantify such feelings. In order to understand the human-machine interactions, we need to create devices or systems 
that can process and identify, interpret, and replicate human emotions. Text, speech, facial expressions, etc. are examples of this 
data. We can evaluate the well-being of a community, we can prevent suicides, and it may be extremely useful for enterprises to 
gauge the level of happiness of their consumers by studying the comments or feedback they make via the use of sentiment analysis. 
As a consequence of the sentiment and emotion analysis, we may also utilise the text collected from e-learning environments to 
conduct opinion mining for corporate organisations. A wide variety of applications, including social assistance, assessing the 
wellbeing of a community, and even the identification and treatment of suicidal inclinations, are among the many reasons why 
researchers find the detection of emotions from text to be a very fascinating topic. There are many levels of analysis that may be 
performed, including document, sentence, word, as well as aspect levels. Figure2 shows the procedures involved in analysing input 
data for emotional content [6]. 

 
Figure 2: Steps in emotion analysis[6] 

 
A. Pre-processing  
People like to express their sentiments and emotions in an uncomplicated manner on social media. Consequently, the data gathered 
from these social media platforms' posts and audits is largely unstructured, making sentiment as well as emotion analysis by robots 
problematic. Consequently, data pre-processing is an essential step in data cleaning since numerous procedures that follow data pre-
processing are greatly affected by data quality. [7]. 
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B. Feature Extraction 
Text is interpreted numerically by the computer. The technique of translating or mapping language or words to genuine vectors is 
known as word template matching or word embedding. The feature map, also known as a matrix, is created by breaking down a 
book into phrases, that are then broken further into words. For each row in the feature matrix, each word in the dictionary is 
represented by a unique feature column, and each feature cell contains a count of the term's occurrences inside a phrase or text. [8]. 

 
C. Classification (Machine and deep learning) 
We can used mainly based on: lexicon based, machine learning based, and deep learning-based algorithms that described below[4]: 
1) Lexicon-based Approach: In this kind of technique, sentiment words from a sentiment dictionary are used to determine the 

polarity of the data and then compared to those words. An example of this is a method that uses emotion ratings to identify 
whether a word is positive, neutral, or objective. In lexicon-based techniques, the meaning of a word or phrase is derived from 
the pre-existing and well-known lexicon words and idioms. 

2) Machine Learning-based approach: Machine learning is a different way to emotion analysis. A training dataset as well as a 
testing dataset have been created from the complete dataset for training and test data. An item's training dataset is the data was 
using to train the model by offering the properties of distinct occurrences. After that, the model learned from the training dataset 
is tested on the testing dataset to determine how accurate it is. For the most part, sentiment analysis algorithms come within the 
supervised classification category.  

3) Deep Learning-based Approach: Deep learning algorithms have been increasingly popular in sentiment analysis in recent years. 
Without the use of feature engineering, these algorithms can recognise moods or points of view in text. Using rnn of 
convolutional neural network ( cnn, two forms of deep learning techniques, sentiment analysis can be used to increase the 
accuracy or machine learning. Humans no longer have to generate text features by hand thanks to deep learning models that 
automatically extract these characteristics or patterns [9]. 

 
III.  SENTIMENT ANALYSIS 

A wide variety of applications make use of sentiment analysis for purposes including recommendation as well as feedback analysis. 
Sentiment analysis, sometimes known as SA, is a subfield in text mining that is actively being researched. SA refers to a 
computational approach to the handling of views, feelings, and the subjectivity of language. Many disciplines of study, including 
psychology and neuroscience, use sentiment analysis since it is a key component of human behaviour. Many computer scientists are 
interested in this because of its broad variety of applications, including social support, community evaluation, and even the 
avoidance of suicidal ideation. As a result, models may be used to evaluate social media data and get insights from the general 
public about a product or a subject. Various suicide prevention and e-learning systems may also benefit from sentiment analysis. We 
chose to do a review of existing methods for detecting emotions in text and make it accessible to the scientific community since we 
were excited about its great potential. 

 
Figure 3:  Sentiment Analysis Flow [10] 
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An example of how sentiment analysis works is shown in Figure 3. Once the machine learning model has been trained by utilising 
relevant data, it may be used for sentiment categorization. There are other dictionary-based methods that don't need the model to be 
trained. 
 
A. Sentiment Analysis Levels 
On a number of levels, sentiment analysis has been studied: 
1) Document level Sentiment Analysis: For sentiment classification at the document level, a single polarity is given to the entire 

document. There isn't a lot of sentiment analysis like this out there. Using this technique, the chapters or pages of a book can be 
classified as good, bad, or neutral. At this level, both supervised and unsupervised approaches can be employed to categorise 
the data. Cross-domain and cross-language issues plague document-level sentiment analysis. Domain-specific sentiment 
analysis has been found to be very accurate & domain-sensitive. In these activities, the vector is indeed a string of words which 
must be property and limited. 

2) Sentence Level Sentiment Analysis: Using this method, each phrase is dissected and assigned a polarity based on its content. 
When a document has a broad variety of emotions, this feature comes in handy. It's a categorization level that is related with 
subjective classification. Each sentence's polarity would be established independently from the others, using the same 
methodologies as at the data level, but with greater training examples and processing resources. It is possible to aggregate the 
polarity of each phrase and use it as a measure of the document's overall attitude, or it may be utilised on its own. Sentiment 
analysis at the document level falls short on occasion. Finding subjective sentences was the focus of work done in the past on 
analysis of sentences at the sentence level. Nevertheless, more challenging tasks, such as dealing with conditional phrases or 
ambiguous assertions, need to be completed. Sentiment analysis at the phrase level is absolutely necessary under these instances. 

3) Phrase level Sentiment Analysis: Opinion words are mined and classified at the phrase level as part of the sentiment analysis. 
Depending on the context, a term may have several or single facets to it. Product evaluations of numerous lines may benefit 
from this; here, one element of a product is represented in a single word. As opposed to document-level analysis, sentence-level 
analysis is more useful since a document has a mix of both positive and negative assertions, making it more useful. It is 
important to remember that the subjectivity of the phrase or document in which a word occurs affects its polarity. Adjectives 
are a good indicator that a phrase is expressing a person's subjective opinion. Individuals' desire, social position, and personality 
traits are all represented by the phrase used to convey them, in addition to their demographic factors like gender and age. As a 
consequence, text sentiment analysis relies on word. 

4) Aspect level Sentiment Analysis: At the degree of the aspect, sentiment analysis is performed. Aspect-level sentiment analysis 
of sentiment analysis that takes into account a number of factors in a single statement. After giving primary attention to and 
assigning polarity to all components of the sentence, an aggregate emotion for the entire sentence is computed. 

 
Figure 4: Level of sentiment analysis [11] 
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IV. CHALLENGES IN SENTIMENT ANALYSIS AND EMOTION ANALYSIS 
People nowadays produce a great deal of data in the form of unstructured text because of the prevalence of the Internet. The use of 
poor syntax, misspelt words, and emerging slang are only some of the problems that might arise while using social networking sites, 
as seen in Figure 5. The presence of these obstacles makes it difficult for robots to conduct analysis of mood and emotion. There are 
instances when people have trouble articulating their feelings in a straightforward manner. For example, in the question "Why have 
you been sooooo late?" the word "why" is misspelt as "y," the word "you" is misspelt as "u," and the word "soooo" is added to 
emphasise the question's tone. In addition, it is unclear from this statement whether the individual being described is upset or 
anxious. Consequently, detecting sentiment and emotions from real-world data is fraught with difficulties for a number of different 
reasons [12]. 
The limited availability of resources is one of the obstacles that must be overcome in the emotion identification and sentiment 
analysis processes. Some statistical techniques, for instance, call for a very big dataset that has been annotated. The collection of 
data, on the other hand, is not very challenging; nonetheless, the human labelling of the massive dataset is highly time-consuming 
and less trustworthy [13]. Another issue that arises when it comes to materials is the fact that the majority of them are only English 
is a language that is easily accessible. As a result, undertaking sentiment analysis and emotion recognition in languages other than 
English, wide swath languages, is a considerable challenge as well as a potentially rewarding opportunity for academics. In addition, 
some of the lexicons and corpora are only applicable to a single domain, which makes it difficult to reuse them in other areas. 

 
Figure 5: Sentiment research and emotion identification are difficult tasks[4] 

 
V. MULTI-TASK ENSEMBLE FRAMEWORK 

Algorithms that use ensemble learning to integrate the predictions of many different base learners are called ensemble learning 
algorithms. Many researchers in machine learning literature have focused on the construction of excellent ensembles during the last 
decade since the generalization ability is substantially superior than that of a single learner. An ensemble classifier typically 
involves two steps: the creation of numerous classifiers and the merging of those predictions. As a general rule, the component 
classifiers must be accurate and diverse in order to form an effective ensemble[14]. Multitask ensemble framework which learns 
numerous related tasks simultaneously. Multiple models' learnt representations are put to good use in the ensemble model. 
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Using the interconnectedness of numerous issues and activities, the multi-task learning framework aims to accomplish 
generalisation. While two or more tasks are connected, it is hypothesised that the jointmodel may benefit from the shared 
representations when learning in a multi-task environment. When compared to a single-task framework, the multi-task framework 
has three major advantages: Improves generalisation; (2) improves task performance via shared representations; and (3) decreases 
model complexity in terms pf learnable parameters by employing a single unified model rather than distinct models for each task 
[15]. 
In multi-task learning, machine learning models are trained concurrently with data from many tasks, utilising shared representations 
to understand the common concepts across a group of related tasks. It is hoped that these common interpretations would help relieve 
the well-known drawbacks of deep learning: large-scale data demands and processing strain. Obtaining such results has been 
difficult and is still under investigation today. Machine learning applications are often restricted to the training data (input 
characteristics as well as class attributes), therefore we are not provided any more information about other relevant activities. Using 
the MTL paradigm to increase generalization capability requires a thorough understanding of how to generate related tasks from the 
provided data. Some traits that the attribute selection method discards might be useful as additional related tasks for the transmission 
of inductive bias[16]. 
 

VI.  MACHINE LEARNING TECHNIQUES 
Artificial intelligence (AI) includes a subfield known as machine learning (ML). We can teach programmes to learn from experience 
in the same manner that people do by using a technique called machine learning. These programmes learn from their experiences, 
expand, and adapt as more data is input into them. This is accomplished by using algorithms that, via an iterative process, learn from 
data. Applications may react to different types of input by using pattern recognition. The capacity of an application to respond to 
new input by leveraging repetitions of previous responses is an example of machine learning. Training data are the instances of 
connections between input data and outputs that are used by machine learning algorithms to teach them how to anticipate outputs 
based on past examples of such relationships. It is possible to progressively develop a model of the connection between inputs and 
outputs by evaluating its predictions and making adjustments when they are shown to be incorrect. The process of identifying 
patterns in data via the use of computer programmes is known as machine learning. It is a method for producing something that is 
analogous to the line of best fit. When dealing with data that is both complicated and abundant in characteristics, it is beneficial to 
automate this procedure [17]. 

 
Figure 6: Sentiment Analysis using machine learning techniques 
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A. Machine Learning-based Approaches 
For the purpose of classifying feelings, machine learning methods are often used. Statistical analysis is carried out using machine 
learning (ML) approaches almost totally and to a significant extent, according to the definition of a machine learning methodology. 
1) Decision Tree Algorithm: Supervised learning techniques like Decision Trees may be used to solve classification and regression 

issues, but they are most often utilized to do so. For this approach to work, a target variable's value must be predicted, and the 
decision tree employs the tree representation to do this. The leaf node corresponds to a class label, and the internal node of the 
tree represents attribute values. If-then-else statements are often used in decision rules. The more branches there are in the tree, 
the more complicated the rules are and the better the model fits the data. 

2) Support Vector Machines: An SVM may be used for both classification and regression problems since it is a supervised 
machine learning approach. The term for this kind of method is supervised learning. Its previous capabilities included data 
regression, categorization, and the identification of outliers. The primary purpose is to locate a hyper plane that provides the 
clearest demarcation between the two groups. The newly acquired information may be sorted into the appropriate category by 
using this hyper plane as a guide. When sketching a hyper plane, there are two rules that must be observed. First, the hyper 
plane has to be used to differentiate between the two classes, and the hyper plane with the highest margin should be selected as 
the best hyper separator. 

3) Naïve Bayes Algorithm: It is responsible for achieving categorization jobs in the field of machine learning. Despite the fact that 
the dataset comprises a significant number of records with both multiclass or binary class classification difficulties, it is able to 
successfully classify the data. The two most common applications of Naive Bayes are text analysis & natural language 
processing. For efficient knowledge and usage of the Naive Bayes algorithm, a solid understanding of the Bayes theorem is 
required. The Bayes theorem is used to combine the numerous classification methods in order to construct a Naive Bayes 
algorithm that corresponds to a standard idea 

4) Random Forest: RF is a classifier for tree-defined collections, and each tree's input x variable as the unit for that classification. 
Individually given random vectors are dispersed in a same manner inside this framework. The random forest approach often 
produces satisfactory outcomes. Increasing its productivity is a difficult task, and it can process a wide variety of data types, 
including numerical, binary, and nominal information 

5) XGboost (XGB): Depending on the gradient boosting approach, it has been constructed in an enhanced form so that it may raise 
both its efficiency and its speed. The approaches have three basic parameters: boosters, learners, and general. These are the 
three categories. In regression and tree, the parameters of the booster are what are responsible for the booster's operation. 
Although learning variables are responsible for optimization and general variables are responsible for how well a technique 
works overall, overall functionality is determined by how well a method works overall 

6) Artificial Neural Network: An Artificial Neural Network is the name given to this kind of information processing unit, which 
was modelled after real human brains. In most cases, neural networks are structured in layers, with each layer being composed 
of numerous connected nodes and each node having an activation function. Patterns are presented to the network via the input 
layer, and this layer also interacts with one or more hidden layers, which are the ones responsible for carrying out the 
processing with the help of a system of connection weights. In order to get the result of the detection, the concealed layers are 
linked to an output layer. 
 

VII. DEEP LEARNING 
The discipline of machine learning and pattern recognition has a new frontier in the form of deep learning. Classification in deep 
architectures is made possible by the use of supervised or unsupervised learning methods in combination with deep architectures. 
Neural networks can be used to swiftly separate the various explanatory components in data in order to find more abstract qualities 
in higher levels of the representation. Its cutting-edge performance in a multitude of disciplines, including object perception, speech 
recognition, computer vision, collaborative filtering, and natural language processing, has earned it the title of "Best in Class" 
(NLP),it has recently received great attention. It is based on the idea that the human brain has several representations, including 
lower level characteristics and higher-level abstractions. In our minds, concepts are arranged in a hierarchical fashion. Learn 
elementary ideas before building on them to create more abstract ones. There are numerous layers of neurons in the brain that 
operate as feature detectors that get more abstract as the levels increase. The machines can more easily generalise this more abstract 
style of information representation. [18]. 
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Figure 7: Sentiment Analysis using deep learning techniques 

 
A. Deep Learning Techniques 
A wide range of learning problems, including those stated above, may be successfully tackled using deep learning models. An 
automated strategy is used by deep learning algorithms to get attributes that are exclusive to them. [19]. 
1) Convolutional Neural Network (CNN): Over the duration of many decades, CNN has been put to widespread use in a wide 

range of computer vision applications, one of which is the identification of sentiments. According to certain studies that have 
researched the CNN's resilience to changes in expression and its predicted significance to the MLP when that comes to 
detecting previously unknown emotions variations, it beats the MLP whenever it comes to recognizing previously unknown 
face pose variants. Utilizing CNN technology makes it simpler to recognise facial expressions, as well as to rotate and scale 
images without loss of quality 

2) Deep Belief Network (DBN): DBN technique makes use of the training data's hierarchical structure to learn how to build an 
abstract representation of the dataset. Stochastic models having both a visible as well as a hidden unit layer are used to build the 
traditional DBN. It is taught in a DBN that lower-level units, except those in the top two layers, are reliant on each other under 
particular conditions. 

3) Deep Auto Encoder (DAE): This kind of neural network, called as an autoencoder, will have the same number of neurons in its 
output layer as it has in its input layer. DAE was created to make it easier for people to learn proper dimensionality reduction 
code, but it was also created to rebuild its inputs as quickly as possible. 

4) Recurrent Neural Network (RNN): Compared to other models, the RNN is better suited for sequential time series forecasting 
with arbitrary durations since it incorporates temporal information. In RNNs that make use of recurrent edges, the same 
parameters may be used across a wide range of time steps. BPTT is a frequently used technique for developing Recurrent 
Neural Networks (RNNs) by backpropagation. 

5) Long-short Term Memory (LSTM): According to Hochreiter and Schmidhuber, a particular kind of RNN known as an LSTM 
was created as a solution to the difficulties connected with gradient vanishing as well as exploding that are typical in the 
training of RNNs. This form of RNN is termed a long short-term memory. An input gate regulates or prevents cell state changes 
induced by input signals in the LSTM cell state; an output gate controls or allows the cell state to impact other neurons; and a 
forget gate specifies a cell's self-recurrent connection so that it may either accumulate or forget its prior state. 

6) Restricted Boltzmann Machines (RBM): RBM is a two-layered stochastic neural network that can decrease dimensionality, 
categorise data, learn new functions, and collaborate with other systems. Binary nodes and bias weights may be found in the 
conventional RBM form. RBM makes an effort to learn binary code or input representations, and depending on the task at hand, 
RBM may be conditioned in either a supervised or unsupervised manner in order to achieve its goals. 
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VIII. LITERATURE REVIEW 
Many researchers have focused on these subjects and have generated substantial results. These results are important in their 
respective sectors, since they enable to comprehend the general summary in a short time.  
(Akhtar et al., 2022) develop a multi-task ensemble learning system that can simultaneously solve multiple interconnected issues. 
The purpose of the ensemble model is to make accurate predictions by combining the learned representations of three different deep 
learning models (namely, CNN, LSTM, and GRU) with a feature representation that was constructed by hand. These include 
“emotion categorization & intensity”, “valence, arousal & dominance for emotion”, and “valence, arousal as well as dominance for 
sentiment” using a multi-task framework. The fundamental conditions include a wide variety of domains and may be broken down 
into two distinct granularities, namely coarse-grained as well as fine-grained (i.e., tweets, Facebook posts, news headlines, blogs, 
letters etc.). According to the findings of the trials, it seems that the multi-task structure that was suggested is superior to the single-
task frameworks in every research.[15]. 
(Aslam et al., 2022) The research employs cryptocurrency-related tweets for sentiment analysis & emotion recognition, which are 
widely used for projecting bitcoin market prices. As a method of boosting the speed of the analysis, the LSTM-GRU deep learning 
ensembles model was constructed. The LSTM & GRU models are integrated, with the GRU benefiting from the LSTM model's 
properties. The performance overall of machine learning appears to be greatly improved when BoW features are included, according 
to the findings.  
The suggested LSTM-GRU ensemble outperforms both machine learning or state-of-the-art models, with an efficiency of 0.99 for 
sentiment and 0.92 for emotion prediction. Both of these outcomes are outstanding[20]. 
(Polonijo et al., 2021) The goal of this research is to present a deep learning method for combining sentiment ratings with 
Word2Vec vectors. As a result, a representation that really is sensitive to sentiment and includes both emotional as semantic 
information will emerge. These two factors, especially when combined, will result in a more accurate propagandist classification 
model. Integrating the Word embeddings vector with sentiment analysis results allows this method to keep the Word2Vec vector's 
flexibility. Tests were conducted using a Word2Vec network without sentiment information as well as sentiment data combined 
with typical deep learning approaches for propaganda identification. The results showed that using a hybrid strategy enhanced 
propaganda categorization accuracy[21]. 
(Mohana et al., 2021) This study made use of the Kaggle dataset, which had previously been crawled and sorted into either positive 
or negative categories. The data must be processed and translated into a standard format before it can be used. The data may include 
emoticons, usernames, and hash tags. The proposed study project should also include the extraction of pertinent parts from the text, 
exactly as unigrams and bigrams, which are two distinct methods of expressing the word "tweet." Researchers combine a large 
number of different classifiers in order to improve the accuracy of their predictions using a meta learning algorithm approach called 
"assembling." In conclusion, the findings of the research demonstrate that Deep Learning techniques are superior than other 
methodologies.[22]. 
(Aziz & Dimililer, 2020) study presents a framework for doing sentiment analysis using an ensemble of classifiers. The suggested 
weighted majority voting ensemble technique forms a single classifier by combining six different models into a single algorithm. 
These models are: Naive Bayes, Logistic Regression, Stochastic Gradient Descent, Random Forest, and Decision Tree are all 
examples of statistical techniques. Also included is a Support Vector Machine. Each individual classifier's accuracy, or Fl-score, is 
utilised to calculate the weight that's also assigned to the that classification in the ensembles. Instead of using weighted majority 
voting, this system incorporates models that use basic majority voting. Furthermore, a comparison is done between these six 
different classifiers is order to see how well they operate. The proposed ensemble model is tested on several collected from previous 
sentiment datasets, including those from SemEval 2017 Tasks 4A, 4B, and 4C. The Logit classifier is superior to the others, 
according to the findings, because it considers more data than the others. Furthermore, the recommended ensemble weighed 
majority voting classifier comprising the six separate classifiers outperforms both simple majority voting and all independent 
classifiers[23]. 
(Rathi et al., 2018) the findings of the study demonstrated that existing machine learning algorithms were unable to provide superior 
outcomes in sentiment categorization. Researchers are applying ensemble machine learning methods to increase the efficiency and 
reliability of the suggested strategy in order to enhance classification results in the sentiment analysis area. Similarly, we are 
combining the SVM with the DT in order to get superior classification performance in terms of f-measure as well as accuracy.[24]. 
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Table 1: Various existing model performance  
No. Author/year Method Dataset Accuracy 
[1] Md Shad Akhtar 

(2021)[15] 
CNN, LSTM 
and GRU 

WASSA2017, 
SemEval-2016,  

89% 

[2] Krishna Kumar 
Mohbey (2021)[25] 

LSTM Amazon Review 
Dataset 

93.66% 

[3] Rifqi Majid (2021) 
[26]  

RNN  Cornell movies precision accuracy 
of 0.76. 

[4] Fengdong Sun 
(2020)[27] 

LSTM Hotel Reviews 
Dataset 

95%. 

[5] Qi Wang (2019)[28] RNN, LSTM 
and GRU 

Large Movie Review 
Dataset 

89% 

[6] Benwang 
Sun(2018)[29] 

SVM, CNN and 
CNN-LSTM 

Tibetan micro-blog 
dataset 

74%, 71% 86% 

 
IX. CONCLUSION  

Consumers can now submit feedback in the form of reviews, ratings, and comments on websites that are either commercial or social 
in nature, thanks to the advancement of the internet. Within the field of text processing, the study of sentiment and emotion is an 
active topic of research. The overall purpose of this study is to classify reviews automatically. The goal of this research is to provide 
an overview of the many methodologies for recognising emotions and sentiments that are now available. This paper presents the 
findings of a survey that looked into the methodologies and resources used to analyse sentiment and emotion. We go over the 
various approaches, categories, and challenges involved. At the same time, it's important to remember that traditional methods like 
lexicon-based approaches, machine learning algorithms, and deep learning approaches are all in the process of being enhanced. 
Furthermore, pre-processing and feature extraction procedures can have a considerable impact on the performance of many 
sentiment and emotion analysis approaches. In addition, we placed a high priority on reviewing and summarising important material. 
The findings of this poll can be used to gain a better knowledge of the difficulties that lie ahead and to define the direction that 
sentiment and emotion analysis research should go in the future. 
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