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Abstract: Over time, Human-Computer Interaction (HCI) has experienced tremendous growth. An entirely new era in the AI 
domain of human-computer interaction was ushered in by hand gesture recognition technologies. One of the easiest and most 
natural forms of communication is hand gestures. It might be challenging for novice 
With hand gestures, the user can control cursor functions on the system. The input device for the suggested system is a camera. 
this application, HCI deployment for educational purposes will enter a completely new age. 
 

I. INTRODUCTION 
This design will become more portable and tiny as Bluetooth and other wireless technologies advance, along with AR and other 
everyday gadgets. This research develops a virtual mouse system powered by AI simulate mouse movements on a computer.  
Gesture Controlled Virtual Mouse over conventional input techniques are also covered in the study, including how user-friendly and 
more natural the interaction is. T 
he information provided in this article will benefit academics, developers, and everyone else interested in the most recent 
developments in gesture-based interface technologies, as well as the expanding. 
The implementation of the system is based on models like the Convolutional Neural Network (CNN) implemented by Media Pipe 
running on top of Python, and it doesn't require any additional hardware. 
 

II. RELATED WORKS 
A. Gesture with Hands 
The user's hand gestures are recorded via the webcam. 
Ying and Thomas (2001) have identified various gestures that fulfill distinct functions. "Controlling gestures" are the gestures used 
for pointing and navigation in virtual environments and other display control applications. The virtual mouse interface (Tsang et al., 
2018) is one application of gesture control that allows users to move the cursor with their hands in place of a conventional mouse. 
Conversational gestures, like pointing to emphasize a point, are essential to human connection.  
 
B. Neural Networks 
The Neural networks are a powerful tool for modelling complicated relationships between input and output using non-linear 
statistical data. Using non-linear statistical data, An effective tool for modeling intricate relationships between input and output.. 
Sakr (2000) The neural network is a popular option for pattern recognition classification due to its superiority in noise immunity. 
One well-known method for training a feed forward neural network is the back propagation learning algorithm. Two more learning 
algorithms train a neural network are the Perceptron and Delta Rule. Alsmadi et al.'s 2009 study examined temporal hand gestures. 
 
C. Palm Detection Model 
In this a single shot detector model it is a single shot detector model for hand recognition and position like detection utilizing face 
mesh. The initial stage is to train a palm detector rather than a hand detector, because identifying hands with moveable fingers is 
much more difficult to do than estimating the bounding boxes of stiff objects like fists and palms.  
Because the hands involved are little, the non-maximum suppression strategy works particularly well in social and self-scenarios 
like handovers.  
Reducing the number of anchors by 4-5 is possible by modeling palms with square anchor boxes (connections in machine learning 
terminology) and disregarding other aspect ratios. Furthermore, to understand the entire scene context, even for little objects, a 
feature extractor based on a codec pair is employed (similar to the Retina Net technique).  
 
 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 11 Issue XI Nov 2023- Available at www.ijraset.com 
     

 
1118 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

 

D. Hand Positions  
Mediapipe approach overcomes these problems by employing of Once the palm has been identified throughout the entire image, 2D 
and 3D handknuckle positions inside the observed hand regions can be determined using regression, direct coordinate prediction, or 
the mediapipe hand landmark model. Even in situations where the hand is partially concealed by the model's body or only visible in 
part, the model.  

 
Fig : Hand positions 

 
III. LITERATURE SURVEY 

In the previously proposed system by Kabid Hassan Shibly’s  Hand gestures are not supported in the current environment , so  we 
are trying to design a smart device to control the mouse wirelessly in order to perform this operation , we need all the function such 
as left ,right and movement of the cursors so , we need python autopy to develop this project and also we are adding new features 
such as volume and brightness controlling functions its becoming more difficult to use mouse in modern world because of virus . 
From the paper  International Journal of Engineering Research and Applications we referred the content. A hand gesture cannot be 
used to reach the monitor's display screen from a distance. Even though this is what it mainly seeks to do, the breadth is only limited 
to the virtual mouse region. 
 

IV. OBJECTIVES 
1) We designed and implemented a hand-mouse interface that introduces a new concept called a ‘‘virtual monitor’’, to extract a 

user’s physical features through Kinect in real time. 
2) Instead of using more expensive sensors , a simple  web camera can identify the gesture and perform the action 
3) It can control computer mouse operations.  
4) We are implementing cursor function such as Netural Gesture,  
 Move Cursor, 
 Left Click, 
 Right Click, 
 Double Click, 
 Scrolling, 
 Drag and Drop, 
 Multiple Items Selection, 
 Volume Control, 
 Brightness Control. 

 
V. METHODOLOGY 

The artificial intelligence virtual mouse system utilizes data from camera images on a personal computer or laptop, the Python 
computer vision package OpenCV will do video capture object, which in turn triggers the web cam to begin recording.  
 
A. Hand Tracing  
A specific number of frames per second, or FPS, is continuously provided by the webcam. A Python library's first  is found using 
Mediapipe. The user's hand gestures are recorded via the webcam. A specific number of frames per second, or FPS, is continuously 
provided by the webcam.  
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B. Cursor control Module 
We can use just our two fingers to control the computer mouse and carry out standard mouse operations like dragging, clicking, and 
moving. The Python language's built-in "autopy" package facilitate cursor operations. Basically,  this library is to make mouse 
actions simple and effective.. 
 
C. Hand Detection 
Using the mediapipe framework, set the major or minor hand using points, receive the maximum number of hands (2), the minimum 
detection and tracking confidences (50%) and the finger status. 

 
 
D. Hand Gesture  
Points for each finger are as follows: fist = 0, pinky finger = 1, ring finger = 2, mid finger = 4, last 3 fingers is open = 7, index = 8, 
first 2 fingers is open = 12, last 4 fingers = 15, thumb is open = 16, palm finger = 3. Additional mappings are v_gest = 33 v_gesture 
if index and mid finger in v shape, two_finger_closed = 34 if index and mid finger is join, pinch_major = 35 if right hand with 
thumb and index finger is join with fingertip, and pinch_minor = 36 if left hand with thumb. Find the current finger state: 1 if the 
finger is open, 0 otherwise.'Finger' is ratio of the distances between the base, middle, and tip knuckles of the finger. Points for 
[[8,5,0],[12,9,0],[16,13,0],[20,17,0]] are awarded for the thumb from index. Calculating Euclidean distance between 'point' for 
finding state of finger and ratio. 
 d = √[ (x2 – x1) 2 + (y2 – y1) 2 ] 
 
E. To control Position of Pointer 
 With media pipe module, the mouse pointer computer window by raising either the middle finger (tip Id = 4) or the index finger 
(tip Id = 8). This is where the tracked and detected hands are gathered, with a list of 21 locations representing each hand. The scales 
applied to the x and y coordinates are [0.0, 1.0] and (x, y, and z coordinates). It is determined by the width and height of the image. 
Z represents a landmark's depth, with the wrist serving as the beginning point. The lower the value, the closer the landmark is to the 
camera. A treasure trove of hands that have been tracked and detected, each represented by a list of 21 global coordinate landmarks. 
X, Y, and Z components of each landmarks are three-dimensional real-world coordinates expressed in meters, where the origin is 
the approximate geometric center of the hand. data on handedness from hands that have been detected and tracked (e.g., is it a left 
or right hand).  
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Fig:5.1 Mouse Functions 
 

 
Fig:5.2  Flow Chart 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig: 5.3 Working Model 
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1) Application Requriments 
a) OpenCV: OpenCV is a library of programming functions mainly for real-time computer vision. Originally developed by Intel, it 

was later supported by Willow Garage, then Itseez. The library is cross-platform and licensed as free and open-source software 
under Apache License 

b) MediaPipe: MediaPipe is an open-source framework for building pipelines to perform computer vision inference over arbitrary 
sensory data such as video or audio. Using MediaPipe, such a perception pipeline can be built as a graph of modular 
components. MediaPipe is currently in alpha at v0. 

 
2) Software Requirements: 
The software Requirements in this project include:  
a) Python  
b) Anaconda prompt  
c) Spyder IDE  
d) Modules (OpenCV, Mediapipe, Autopsy) The MediaPipe framework is utilised for hand motion recognition and tracking, while 

the OpenCV library is used for computer vision. 
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