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Abstract: Autism is a serious type of neurodevelopmental condition that disrupts cognitive functioning, language, and social 

behavior. Individuals with autism spectrum disorders have a broad range of intellectual functioning, from significant disability 

to outstanding abilities. The severity and long-term repercussions of ASD can be avoided with an early diagnosis. Medical 

professionals currently use a number of methods to predict autism, including brain scan analysis, autism diagnostic interviews, 

autism diagnostic observations, and physical facial trait analysis. These traditional ways of diagnosing autism are quite time-

consuming, expensive, and complicated. People with autism have a distinctive set of facial traits which distinguish them from 

normal ones. One of the most interesting areas of autism study is the application of facial traits as a physical indicator for 

autism diagnosis. The use of deep learning and machine learning has become increasingly widespread in recent years, 

particularly in the field of image classification. These algorithms are capable of identifying hidden autism patterns from vast 

amounts of facial data, making them useful as autism predictor. Hence, this study reviews the various autism prediction methods 

based on facial features using deep learning and machine learning techniques. 
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I. INTRODUCTION 

An individual with autism spectrum disorder (ASD)may experience challenges with cognition and difficulties interacting with other

s. Those with ASD might be from any ethnicity, race, or socioeconomic status. Symptoms can vary greatly in range and severity. 

This disease can cause compulsive behaviors, obsessive interests, and communication issues in the sufferer. Even though there is no 

known cure for autism, many kids can benefit greatly from early treatment. For autistic patients to acquire the mental abilities 

necessary for social and interpersonal communication, they require specialized treatment [1]. 

The conventional autism detection methods involve physical identification by doctors and conducting   Autism Diagnostic 

Interview-Revised (ADI-R) and Autism Diagnostic Observation Schedule Revised (ADOS-R) tests. However, these are tedious 

processes requiring a lot of time and patience [2]. Consequently, the longer it takes the patient to get the right diagnosis and 

medication, the less likely their symptoms will be minimized. In addition, the expenses linked with receiving a diagnosis can 

significantly strain families. Compared to children without autism, autistic children exhibit a few distinct facial traits. Based on a 

study conducted by scientists at the University of Missouri [3], autistic children have broad upper faces, wide eyes, short noses, 

narrow cheeks, etc. The use of machine learning models and deep learning can help reduce the need for time-consuming and 

expensive assessments to some extent by automatically extracting autism-related unique face features and classifying them as 

autism or not. Therefore the main objective of the study is to find out the different deep learning and machine learning techniques of 

autism detection by extracting autism related facial features. 

 

II. REVIEW ON EXISTING APPROACHES 

Autism spectrum disorder (ASD) cannot be diagnosed with a blood test or other medical test, making diagnosis challenging [4].  

Technological advancements are enabling researchers to identify autism in new ways. Autism detection can be performed by 

analyzing structural brain images, face images, and behavioral patterns. Brain image-based detection methods can provide a more 

precise diagnosis of ASD, however, image acquisition is costly and requires a lot of time[5]. Behavioural-based approaches also 

require a great deal of time and preparation. Face image-based approaches are simple, economical, and require less time, so no 

discomfort is caused to patients. This study focuses on various face-based autism detection methods that have been recently 

introduced by researchers. 
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Fig1. Autism detection methods 

 

According to the findings in [6], facial morphology is a useful biomarker for distinguishing different categories of autism spectrum 

disorders (ASD). A machine learning-based approach for autism detection from thermal face images has been proposed  

in [7]. Here, the autism-related facial features are extracted using GLCM (Gray-Level Co-occurrence Matrix).GLCM is a statistical 

technique for textural feature extraction in image processing that exhibits the correlation between two nearby pixels with respect to 

their grey level, distance, entropy, homogeneity, and orientation. After feature extraction, the classification stage uses a support 

vector Machine Classifier. Thermal images have been used to determine the face's temperature at various emotional states. The 

fuzzy C-means technique has been used for thermal image segmentation. 

In [8], an autism classification model that combines transfer learning procedures with deep learning has been proposed. The 

convolution neural network classifier uses facial traits in images to detect the early signs of autism in children. A CNN is a deep 

learning approach that can recognize different objects and attributes in an input image and distinguish between them by assigning 

weights and biases that can be learned. Using a model that was developed and trained for a specific task as a base for another is 

known as transfer learning. It involves the use of a pre-trained model. VGG 19(Visual Geometry Group) has been used to extract 

and classify facial features for autism prediction automatically. 

Five classification algorithms (K-Nearest Neighbors (KNN), Support Vector Machines (SVM), Gaussian Naïve Bayes (NB), Neural 

Networks (NN), and Random Forests (RF)) have been used for autism detection in [9]. Here, two-dimensional digital facial photos 

have been used to train each prediction model. This paper also introduces an image acquisition methodology. Multiple frontal 

images have been captured for each individual, and the best image based on some criteria has been selected for feature extraction. A 

bilateral filter has been used for noise removal from images and a Canny detector for edge detection. Sixty-eight facial landmarks 

have been obtained using a Convolutional Neural Network (CNN), Histogram of Oriented Gradients (HOG, Deep Neural Network 

(DNN), and Haar cascade algorithm. The extracted features are fed to different classifiers for autism prediction and performance 

comparison. 

By implementing the VGG16-based transfer learning approach on a special ASD dataset of children with clinical diagnoses, a facial 

image-based ASD screening solution has been presented in [10]. The dataset consists of facial images of children in an age group of 

2-12 years. Unlike other methods, an additional dataset comprising facial images of white children and children of various colors 

has been used to emphasize racial characteristics' influence on the development of facial-image-based prediction systems. The 

automatic facial feature extraction and classification have been done by VGG16 in which 70% of base layers are frozen. 
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Fig 2: Deep learning based ASD detection method 

 

Xception, VGG19, and NASNETMobile were the three pre-trained CNN models used for ASD prediction in [8]. With these CNN 

models, important facial features are retrieved and classified into autistic or non-autistic groups from face images. The ImageNet 

dataset has been applied to train the Xception model. A 19-layer variation of the VGG model is called VGG19. NASNetMobile is 

the latest pre-trained model proposed by the Google brain team. Every model underwent training using an openly accessible dataset 

over the Internet. 

A hybrid method for detecting ASD has been presented in [11], which combines XGBoost and RF algorithms with three 

different CNN models. Overfitting is a common problem with deep learning models, particularly when there is a shortage of training 

data. By combining XGBoost and RF algorithms, this problem is lessened. CNNs are made up of several layers, each of which has a 

distinct function related to feature extraction and categorization. At first, the Gaussian filter is used to eliminate noise and distortion 

from the facial images. Then, feature map extraction, face trait analysis, and eye monitoring were done using VGG16, ResNet101, 

and MobileNet. The feature vectors that were obtained have dimensions of 2940 × 670, 2940 × 715, and 2940 × 610. In order to 

categorize and differentiate between people with ASD and TD, these feature vectors were then fed into the XGBoost and RF 

algorithms. 

A different method for identifying autism based on distinctive features of the face is given in [12]. ASD has been determined by 

measuring the distances between important facial points (eyes, lips, nose, mouth, etc.). This paper also introduces a way to acquire 

object shape characteristics from binary images. Then Naive Bayes Classifier was used for the classification task and its 

performance was compared with SVM and KNN classifier. Naïve Classifier is a basic machine-learning technique that relies on the 

Bayes Theorem. Images of children with autism were collected from Google Images. 

 

III. RESULTS 

Name Input image Feature extractor Classifier Accuracy Limitation 

Evaluation of Autism 

Classification Using 

Machine Learning 

Techniques[6] 

Thermal face images GLCM SVM 89.2% Image acquisition is 

complex as  

thermographic 

cameras is required 

 

Detecting autism from 

facial image[7] 

Normal face image VGG19 CNN VGG19 CNN 84% Can only  be applied 

for autism detection in 

youngsters 

 

 

 

Classification of Facial 

Images to Assist in the 

Diagnosis of Autism 

Spectrum Disorder[8] 

2D face image CNN 

 

HOG 

 

CNN 

 

CLNF 

 

HOG 

RF 

 

SVM 

 

NN 

 

KNN 

 

NB 

 

 

78.9% 

 

86.2% 

 

80.9% 

 

83.1% 

 

80.8% 

Can only  be applied 

for autism detection of 

adolescents of age 

group 5-18 years 
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Deep Learning 

Approach for Screening 

Autism Spectrum 

Disorder in Children 

with Facial Images and 

Analysis of Ethnoracial 

Factors in Model 

Development and 

Application[9] 

 

2D face image 

VGG16 VGG16 95% Classification error 

occurs due to 

anthropometric 

differences among 

races. 

 

 

Classification and 

Detection of Autism 

Spectrum Disorder 

Based on Deep Learning 

Algorithms[10] 

2D face image Xception, 

 

VGG19 

 

NASNetMobile 

 

Xception 

 

VGG19 

 

NASNetMobile 

91% 

 

82% 

 

78% 

Can only  be applied 

to autism detection in 

children 

NASNetMobile model 

has good training 

accuracy but low 

testing accuracy 

Hybrid Techniques of 

Facial Feature Image 

Analysis for Early 

Detection of Autism 

Spectrum Disorder 

Based on Combined 

CNN Features[11] 

 

Face image 

(Autism_Image_Data 

dataset from kaggle) 

VGG16 

 

ResNet101 

 

MobileNet 

Random Forest 

 

XGboost 

98.8% Integrating CNN with 

XGBoost and RF 

algorithms reduces the 

computational burden 

while benefiting from 

deep learning feature 

extraction capabilities 

Child autism detection 

based on facial feature 

classification[12] 

Face images from 

Google 

Histogram-based 

feature extraction 

Naïve Bayes 

Classifier 

 

SVM 

 

KNN 

98.56% 

 

 

85.42% 

 

97.14% 

Can only  be applied 

for autism detection in 

children 

 

Table 1. Comparison of various autism detection methods 

 

Most of the autism prediction methods reviewed were based on convolutional neural networks. The accuracy of detection in the 

GLCM and SVM-based approach [7] was 89.22%. 40 thermal photographs of autistic and normal subjects are used to 

train and test GLCM and SVM. The approach proved more efficient and effective than the K means classification. The K means 

classification approach obtained a maximum accuracy of 73%. A training accuracy of 96% and a testing accuracy of 84% has been 

obtained in the VGG-based model for autism prediction [8]. CNN uses the pre-trained VGG19 version of ImageNet, the ReLU 

actuation function, the Adam Optimizer, and a 33-epoch categorical cross-entropy loss function.  

In [9], five classifiers ( (K-Nearest Neighbors (KNN), Support Vector Machines (SVM), Gaussian Naïve Bayes (NB), Neural 

Networks (NN), and Random Forests (RF) ) were used for autism prediction, where SVM classifier gives highest accuracy of 86.2%  

and highest precision of 90.8%.The least accurate was the Random Forest classifier. 882 training images and 232 validation images, 

equally divided between ASD and non-ASD categories, have been used in the VGG 16-based transfer learning strategy for autism 

identification. 95% classification accuracy and an F1 score of 0.95 was achieved by a deep learning model for the East Asian 

dataset. Here, the inaccurate classification arises from the fact that the normal face anthropometric metrics of one race may coincide 

with the aberrant dimensions of another race. The Xception model has the highest classification accuracy, while NASNETMobile 

achieves the lowest, among the three pre-trained deep learning algorithms used for ASD detection (Xception, VGG19, and 

NASNETMobile) in [10]. For the purpose of detecting ASD, XGBoost and RF algorithms were combined with features obtained 

from CNN models in [11]. In particular, an RF that made use of the VGG16-MobileNet attributes showed a remarkable 99.25% 

AUC, 98.8% accuracy, and 98.9% precision. Here, the strategy of combining the features of two CNN models was able to negotiate 

the restrictions of feature extraction using a single CNN model. On comparing the results of the Naive Bayes Classifier with SVM 

and KNN, the Naive Bayes classifier was found to be the best model for autism detection in [12].  



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 

                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 11 Issue XI Nov 2023- Available at www.ijraset.com 

     

 2348 © IJRASET: All Rights are Reserved |  SJ Impact Factor 7.538 |  ISRA Journal Impact Factor 7.894 |  

 

The Naive Bayes Classifier obtained 98% classification accuracy. Naive Bayes prediction models are simple to construct, even for 

massive amounts of data, and have shown to be highly effective when applied to Autism detection. 

 

IV. CONCLUSION AND FUTURE WORK 

A study on different methods to detect autism from face images has been presented in this paper. ASD is a neurodevelopmental 

impairment because of variations in a child's brain. Individuals with ASD may exhibit distinct behaviors, interactions, and learning 

styles than other people. Compared to other autism detection methods (behavioral pattern analysis method, neuroimaging method), 

face-based approaches are simple, economical, and take only less amount poof time, Most of the recently developed facial image-

based approaches are based on pre-trained CNN models. This is because CNN can perform automatic feature extraction and 

classification on large amounts of data with high accuracy. Out of the approaches reviewed, RF combined with the VGG16-

Mobilenet prediction model gives the highest accuracy in ASD detection. Nevertheless, almost all of the techniques are limited to 

the identification of autism in youngsters. Most toddlers with autism receive a diagnosis, but adults may not receive one. Adult-

specific diagnostic techniques do not yet exist. Observations and discussions with autistic adults by medical professionals are the 

main sources of diagnostic information for adults. Therefore prediction models that can be used for autism detection of individuals 

of all ages should be developed. Additionally, in order to overcome the disparities in face anthropometrics between races, race-

specific prediction models based on 2D facial photos should be developed in order to increase their accuracy and reliability 
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