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 Abstract: Agriculture is one amongst the world's oldest sources of human nourishment. Weeds are a problem as they compete 

with desirable crops and use up water, nutrients, and space. Development of a successful weed removal system involves correct 

identification of the unwanted vegetation. The working of the robot is done on the basis of Arduino Uno, where every motion is 

controlled by the program which is fed into the Arduino. The main purpose of the robot is to identify the weed and remove the 

weed using cutter and spray the pesticide, using pesticide sprayer only where weeds were present. 
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I.      INTRODUCTION 

Agricultural Development is the primary concern in the modern world with increasing demand for agricultural products and the 

need for upgrading the plantation system. Thereby, farmers and researchers have made several efforts to remove unwanted weeds 

for decades. Weed hinders the growth of crops by competing with the plants for water, nutrition, and sunlight, which results in 

caustic effects on crop production. Therefore, pesticides and other agrochemicals are popularly used in agriculture farms to kill 

weeds but may have some acute health effects on living organisms. Thus, one of the significant challenges toward the goal of 

sustainable development is to decrease the number of pesticides used for controlling the unwanted weeds in the field. This system 

gives a clear idea and  

helps to make proper decisions by the use of the information provided by machine learning techniques, image processing as well as 

neural networks (classifiers). The system provides the report on observations on weed detection by sensing the Image data which is 

provided by the image processing techniques. The first phase works on training data set, the second phase works on processing on 

test data where input image size is changed as well as colour and texture features like energy, contrast, homogeneity and correlation 

is obtained. Then the classifier will classify the test images automatically to decide weed characteristics. For such techniques neural 

network is used based on learning on training the data. The simulated result shows that network classifier provide the minimum 

error and better accuracy in classifying the images. 

 

II.      METHODOLOGY 

Figure 1: Block Diagram of Weed identification in PC with Open CV. 
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A. Data Collection 

Data collection is the process of gathering relevant data and arranging it to create data sets for machine learning. The type of data 

(video sequences, frames, photos, patterns, etc.) depends on the problem that the AI model aims to solve. In computer vision, 

robotics, and video analytics, AI models are trained on image datasets with the goal of making predictions related to image 

classification, object detection, image segmentation, and more. 

Most computer vision-related models are trained on data sets consisting of hundreds (or even thousands) of images. A good data set 

is essential to ensure that your model can classify predict the outcomes with high accuracy.  

 

B. Collection Of Weed And Crop Images 

Datasets consisting of weed and crop images are required for training Convolutional neural Network. Images will grouped into 2 

classes. Crop images and weed images are stored in separate folder and are given for training CNN. 

 

C. Image Preprocessing and Segmentation 

Image preprocessing is the steps taken to format images before they are used by model training and inference. This includes, but is 

not limited to, resizing, orienting, and color corrections. Image preprocessing may also decrease model training time and increase 

model inference speed. 

Image segmentation is a method of dividing a digital image into subgroups called image segments, reducing the complexity of the 

image and enabling further processing or analysis of each image segment. Technically, segmentation is the assignment of labels to 

pixels to identify objects, people, or other important elements in the image.  

A common use of image segmentation is in object detection. Instead of processing the entire image, a common practice is to first 

use an image segmentation algorithm to find objects of interest in the image. Then, the object detector can operate on a bounding 

box already defined by the segmentation algorithm. This prevents the detector from processing the entire image, improving accuracy 

and reducing inference time. 

 

D. Training Convolutional Neural Network 

1) Convolutional Neural Network 

Convolutional neural network is special architecture used for deep learning. It is used to detect objects. CNN learns to identify 

objects without manual assistance. A convolutional neural system can have many layers that each figure out how to distinguish 

various features of an image. Filters are applied to each training image at different resolutions, and the output of each convolved 

image is used as the input to the next layer. The starting layers can detect very simple features, such as brightness and edges, and as 

the layers increase more complex features that uniquely define the object can be detected. The segmented image will be processed 

with CNN using ReLU and pooling layers. 

 

2) Prepare Training and Test Image Sets 

Split the images into training and validation datasets. Pick 70% of images from each crop and weed image dataset set for the 

training and the rest 30%, for the validation data. CNN is trained using the training and validation sets. 

Figure 2: Block Diagram of Transmitter Section 
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Figure 3: Block Diagram of Receiver Section 

 

Many methods are used in concern with image processing to detect the weeds. The technique we using here is shown in figure. 

Using weed database which consist of healthy and unhealthy leaves, these images of the weeds are captured with the help of digital 

camera (PC camera). Fig.3.1 shows how the detection takes place through image processing technique. Here we will be using open 

cv, OpenCV is the huge open-source library for the computer vision, machine learning, and image processing and now it plays a 

major role in real-time operation which is very important in today’s systems. By using it, one can process images and videos to 

identify objects, faces, or even handwriting of a human. After detection, using the ZigBee module the command will be sent to weed 

robot, which will remove or cut the weed and spray the pesticide.  

This robot movement and functionalities can be controlled either manually or automatically. The working of the robot is done on the 

basis of Arduino Uno every motion controlled by the program is fed into the Arduino H-Bridge is used to control the speed and 

direction of the Dc motors. Manual control is achieved by giving the required functionalities as commands to the robot as input 

through a cable wire connected to Arduino or through wireless communication like ZigBee. Automatic control is achieved when the 

robot is made to work all the functions one after the other by programming some amount of delay in between them. Once the weeds 

are detected then the command will be sent to the Agbot which then cuts the weeds using cutter, once the weed is cut, then the 

pesticide will be sprayed where weeds were present. Solar power stored into the battery the robot is operating with Battery. 

 

III.      IMPLEMENTATION 

Figure 4: Flow chart of Weed detection and removal. 
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The first step of this proposed system, is that the input image will be captured through camera, then the image will be processed 

using CNN for the classification of weeds and crops. Weeds are detected, the agbot move towards the weed and weed is cut using a 

cutter. Once the weed is removed, the sprayer gets activated and pesticide is sprayed where weeds are present.    

Figure 5: Flowchart for Weed Detection using CNN 

 

A. Convolution Neural Network 

Convolutional neural network is the special type of feed forward artificial neural network in which the connectivity between the 

layers is inspired by the visual cortex. Convolutional Neural Network (CNN) is a class of deep neural networks which is applied for 

analyzing visual imagery. They have applications in image and video recognition, image classification, natural language processing 

etc. Convolution is the first layer to extract features from an input image. Convolution preserves the relationship between pixels by 

learning image features using small squares of input data. It is a mathematical operation that takes two inputs such as image matrix 

and a filter or kernel. Each input image will be passed through a series of convolution layers with filters (kernels) to produce output 

feature maps. Here is how exactly the CNN works. Basically, the convolutional neural networks have 4 layers that is the 

convolutional layers, ReLU layer, pooling layer, and the fully connected layer. 

 

B. Convolutional Layer 

In convolution layer after the computer reads an image in the form of pixels, then with the help of convolution layers we take a 

small patch of the images. These images or patches are called the features or the filters. By sending these rough feature matches is 

roughly the same position in the two images, convolutional layer gets a lot better at seeing similarities than whole image matching 

scenes. These filters are compared to the new input images if it matches then the image is classified correctly. Here line up the 

features and the image and then multiply each image, pixel by the corresponding feature pixel, add the pixels up and divide the total 

number of pixels in the feature. We create a map and put the values of the filter at that corresponding place. Similarly, we will move 

the feature to every feature matches that area. Finally, we will get a matrix as an output. 

 

C. ReLU Layer 

ReLU layer is nothing but the rectified linear unit, in this layer we remove every negative value from the filtered images and 

replaces it with zero. This is done to avoid the values from summing up to zeroes. This is a transform function which activates a 

node only if the input value is above a certain number while the input is below zero the output will be zero then remove all the 

negative values from the matrix. 

 

D. Pooling Layer 

In this layer we reduce or shrink the size of the image. Here first we pick a window size, then mention the required stride, then walk 

your window across your filtered images. Then from each window take the maximum values. This will pool the layers and shrink 

the size of the image as well as the matrix. The reduced size matrix is given as the input to the fully connected layer. 
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E. Fully Connected Layer 

We need to stack up all the layers after passing it through the convolutional layer, ReLU layer and the pooling layer. The fully 

connected layer used for the classification of the input image. These layers need to be repeated if needed unless you get a 2x2 

matrix. Then at the end the fully connected layer is used where the actual classification happens. 

 

F. Image acquisition process 

At first healthy and diseased leaves are handled. The dataset comprising of these healthy and diseased leaves is known as the 

preparation dataset. When the preparation dataset is handled then the add or provided leaf picture is the test weed picture. Further 

picture investigation is accomplished for a progressively appropriate presentation; the picture improvement process is connected. 

 

G. The image enhancement 

The image enhancement process is used to enhance the input image for further process which helps to carry the process of image 

analysis for more suitable display. 

 

H. Feature Extraction 

Feature extraction is a process of dimensionality reduction by which an initial set of raw data is reduced to more manageable groups 

for processing. 

From the above processes the classification of weeds takes place, then the command will be sent to the robot using Arduino, then 

the Agbot will perform its operation by cutting the weed and then spraying of pesticide where weeds are present. 

 

IV.      RESULTS AND DISCUSSION 

Figure 6: Weed Cutting and Pesticide Spraying Agbot                                Figure 7: Identified Weed and Crop Image 

 

The Results and Discussion section of a weed detection and pesticide spraying AgBot project is a crucial aspect of the research 

process, as it provides a detailed evaluation of the system's accuracy and efficiency. This section includes quantitative data, such as 

the percentage of weeds detected and sprayed accurately, the time taken to detect and spray weeds, and the amount of pesticide 

used. 

V.      CONCLUSION 

Automatic weed detection and removal based on image processing technique using Convolutional Neural Network (CNN). The 

entire system for weed management is set up on a four-wheeled robot. The classification of weed and crop is used to detect the weed 

and remove it by using automated cutter to improve the productivity of the crop. The Agbot is used for spraying pesticide where 

weeds are present. Thus, the usage of pesticide can be reduced to a big extent not spraying it on to the entire field, thereby providing 

a way for natural growth of plants. 
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