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Abstract: Machine learning techniques have been used in order to predict the condition and emotion of a driver to provide 

information that will improve safety on the road. It is an application of artificial intelligence. The face, an important part of the 

body, conveys a lot of information. When a driver is in a state of fatigue, the facial expressions, e.g., the frequency of blinking 

and yawning, are different from those in the normal state. In this paper, we propose a system called “Advanced Driver Assistant 

System”, which detects the drivers fatigue status, such as yawning, blinking, and duration of eye closure, using video images, 

without equipping their bodies with devices. Artificial Intelligence is a method by which systems can automatically learn as well 

as improve without being explicitly programmed. A driver’s condition can be estimated by bio-indicators, behavior while driving 

as well as the expressions on the face of a driver. In this paper we present an all-inclusive survey of recent works related to driver 

drowsiness detection and alert system. We also present the various machine  

learning techniques such as CNN algorithm, HAAR based cascade classifier, OpenCV which are used in order to determine the 

driver’s condition. Finally, we identify the challenges faced by the current systems and present the corresponding research 

opportunities. 

Keywords: Convolutional neural network, fatigue detection, feature location, face tracking, Artificial Intelligence, Autonomous 

Vehicle Technology, Drowsiness Detection, Machine Learning. 

 

I. INTRODUCTION 

Currently, transport systems are an essential part of human activities. We all can be victim of drowsiness while driving, simply after 

too short night sleep, altered physical condition or during long journeys. The sensation of sleep reduces the driver's level of 

vigilance producing dangerous situations and increases the probability of an occurrence of accidents. Driver drowsiness 

and fatigue are among the important causes of 

road accidents. Every year, they increase the number of deaths and fatalities injuries globally. 

In this context, it is important to use new technologies to design and build systems that are able to monitor drivers and to measure 

their level of attention during the entire process of driving.  

In this paper, a module for ADAS (Advanced driver assistance System) is presented in order to reduce the number of accidents 

caused by driver fatigue and thus improve road safety. This system treats the automatic detection of driver drowsiness based on 

visual information and artificial intelligence. 

 

II.  RELATED WORK 

In 2007, Arimitsu et al., developed the driving simulator with the seat belt motor retractor, which was used in a commercial vehicle, 

to provide the vibration stimulus to the drivers. The limitation of this paper was  ariation of the portions, which was stimulated by 

the seat belt. In 2008, Liang et al., proposed a novel brain computer interface (BCI) 

system that can acquire and analyze electroencephalogram (EEG) signals in real-time to monitor human physiological as well as 

cognitive states, and in turn, provide warning signals to the users when needed. The accuracy of the BCI system is slightly less when 

compared to the existing systems to detect drowsiness. In 2010 Lin et al., proposed a system consists of a wireless physiological 

signal-acquisition module and an embedded signal-processing module. In case if defects in the EEG monitor then the detection of 

drowsiness may decrease. 
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Facial landmarks recognition. The purpose of facial keypoints recognition is that getting the crucial information about locations of 

eyebrows, eyes, lips and nose in the face. With the development of deep learning, it is the first time for Sun to introduced DCNN 

based on CNN to detect human facial keypoints. This algorithm only recognizes 5 facial keypoints, albeit its speed is very fast. To 

get a higher precision for facial key points recognition, Zhou [11] employed FACE++ which optimizes DCNN and it can recognize 

68 facial keypoints, but this algorithm includes too much of a model and the operation of this algorithm is very complicated.Wu 

proposed Tweaked Convolutional Neural Networks (TCNN) which is based on Gaussian Mixture Model (GMM) to improve 

different layers of CNN. However, the robustness of TCNN depends on data excessively. Kowalski introduced Deep Alignment 

Network (DAN) to recognize the facial keypoints, which has better performance than other algorithms. Unfortunately, DAN needs 

vast models and calculation based on complicated functions. So in order to meet the requirement about real time performance, 

DriCare uses Dlib to recognize facial keypoints. DriCare, is built using a commercial camera automobile device, a cloud server that 

processes video data, and a commercial cell phone that stores the result.DriCare system, While driving, the automobile’s camera 

captures the driver’s portrait and uploads the video stream to the cloud server in realtime. Then, the cloud server analyzes the video 

and detects the driver’s degree of drowsiness. In this stage, three main parts are analyzed: the driver’s face tracking, facial key 

region recognition, and driver’s fatigue state. To meet the real-time performance of the system, we use the MC-KCF algorithm to 

track the driver’s face and recognize the facial key regions based on key-point detection. Then, the cloud server estimates the 

driver’s state when the states of the eyes and mouth change. 

 

III. PROPOSED METHOD 

A. Proposed System Algorithm 

1) Viola-jones face detection algorithm is used to detect the face the images and given as input to Viola-jones eye detection 

algorithm. 

2) Once the face is detected, Viola-jones eye detection algorithm is used to extract the eye region from the facial images and given 

as input to CNN.  

3) CNN with four convolutional layers are used to extract the deep features and those features are passed to fully connected layer.  

4) Soft max layer in CNN classifies the images in to sleepy or non-sleepy images.  

The proposed architecture of Drowsiness detection system using Deep CNN. The proposed model has three phases: 

a) Preprocessing stage, 

b) Feature extraction,  

c) CNN Classifier. 

 

B. System Architecture 

Following Figure shows the Architecture of the system  
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C. Face Detection and Eye Region Extraction 

 Whole face region may not be required to detect the drowsiness but only eyes region is enough for detecting drowsiness. At first 

step by using the Viola-jones face detection algorithm face is detected from the images. Once the face is detected, Viola-jones eye 

detection algorithm is used to extract the eye region from the facial images. In 2001, P Viola and M Jones developed the Viola-

Jones object detection algorithm [20, 21], it is the first algorithm used for face detection. For the face detection the Viola-Jones 

algorithm having three techniques those are Haar-like features, Ada boost and Cascade classifier. In this work, Viola-Jones object 

detection algorithm with Haar cascade classifier was used and implemented using OPEN CV with python. Haar cascade classifier 

uses Haar features for detecting the face from images. 

 

D.  Feature Extraction and Classification  

Feature extraction is one type of dimensionality reduction where useful parts of an image represented as a feature vector. In this 

paper features from the eye region images are extracted using a Convolutional Neural Network (CNN). 3.3.1 Convolutional neural 

network 

Convolutional neural network (CNN) is used in the proposed system for detection of driver drowsiness. Since a feature vector is 

needed for each drowsy image to compare with existing features in a database to detect either drowsy or not. Usually, CNNs 

requires fixed size images as input so preprocessing is required. The preprocessing includes extracting the key frames from video 

based on temporal changes and store in database. From these stored images, feature vectors are generated in convolution layers of 

CNN. These feature vectors are then used for the detecting the driver drowsiness. CNN have layers like convolutional layers, 

pooling (max, min and average) layers, ReLU layer and fully-connected layer. Convolution layer is having kernels (filters) and each 

kernel having width, depth and height. This layer produces the feature maps as a result of calculating the scalar product between the 

kernels and local regions of image. CNN uses pooling layers (Max or Average) to minimize the size of the feature maps to speed up 

calculations. In this layer, input image is divided into different regions then operations are performed on each region. In Max 

Pooling, a maximum value is selected for each region and places it in the corresponding place in the output. ReLU (Rectified Linear 

Units) is anonlinear layer. The ReLU layer applies the max function on all the values in the input data and changes all the negative 

values to zero. The following equation shows the ReLU activation function. 

f(x)=max(0,x) (1) 

The fully-connected layers used to produce class scores from the activations which are used for classification.  

E. Layers Design of Proposed Deep CNN Model  

In our proposed work, a new Deep CNN model is designed for detection of driver drowsiness using deep learning based on Eye 

State. Figure shows the designed CNN model used in this work. 
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In the proposed method, 4 convolutional layers and one fully connected layer are used. Extracted key images with size of 128 X 128 

are passed as input to the convolution layer-1 (Conv2d_1). In Conv2d_1 input image is convolved with 84 filters of size 3x3. After 

convolution, batch Normalization, non-linear transformation ReLU, Max pooling over 2 × 2 cells are included in the architecture, 

which is followed by dropout with 0.25%. Conv2d_1 required 840 parameters. Batch_normalization_1 is done with 336 parameters. 

The output of convolution layer-1 is fed in to the convolution layer-2(Conv2d_2). In Conv2d_2, input is convolved with 128 filters 

with size 5x5 each. After convolution, batch Normalization, non-linear transformation ReLU, MaxPooling over 2 × 2 cells with 

stride 2 followed by dropout with 0.25% applied. Conv2d_2 required 268928 parameters. Batch_normalization_2 required 512 

parameters. The output of convolution layer-2 is fed in to the convolution layer-3(Conv2d_3). In Conv2d_3, input is convolved with 

256 filters with size 5x5 each. After convolution, Batch Normalization, non-linear transformation ReLU, MaxPooling over 2 × 2 

cells with stride 2 followed by dropout with 0.25% applied, Conv2d_3 required 819456 parameters. Batch_normalization_3 

required 1024 parameters. 

The output of convolution layer-3 is fed in to the convolution layer-4(Conv2d_4). In Conv2d_4 input is convolved with 512 filters 

with size 5x5 each. After convolution, Batch Normalization, non-linear transformation ReLU, Max Pooling over 2 × 2 cells with 

stride 2 followed by dropout with 0.25% applied. Conv2d_4 required 3277312 parameters. Batch_normalization_4 required 2048 

parameters. Fully connected layer that is dense_1 required 8388864 parameters. Proposed CNN model required 12,757,874 trainable 

parameters. The output of classifier is two state, so output layer having only two outputs.Adam method is used for Optimization. 

Here softmax classifier is used for classification. In our proposed CNN framework, the 256 outputs of fully connected layer are the 

deep features retrieved from input eye images. The final 2 outputs can be the linear combinations of the deep features. 

IV. ADVANTAGES 

1) Its helps prevent accidents caused by the driver getting drowsy. 

2) Driver drowsiness detection helps to avoid crashes caused by fatigue by advising drivers to take a break in time. 

3) It’s possible to play music during driving. 

4) Its help to search data on Google during driving using text to speech. 

5) Traffic management can be maintained by reducing the accidents. 

6)  

V. LIMITATIONS 

1) Dependence on Ambient Light: With poor lighting conditions even though face is easily detected, sometimes the system is 

unable to detect the eyes. So it gives an erroneous result which must be taken care of. In real time scenario infrared backlights 

should be used to avoid poor lighting conditions.  

2) Optimum Range Required:  When the distance between face and webcam is not at optimum range then certain problems are 

arising. When face is too close to webcam (less than 30 cm), then the system is unable to detect the face from the image. So, it 

only shows the video as output as algorithm is designed so as to detect eyes from the face region. This can be resolved by 

detecting eyes directly using haardetectobjects functions from the complete image instead of the face region. So, eyes can be 

monitored even if faces are not detected. 
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3) Hardware Requirements: Our system was run in a PC with a configuration of 1.6GHz and 1GB RAM Pentium dual core 

processor. Though the system runs fine on higher configurations, when a system has an inferior configuration, the system may 

not be smooth and drowsiness detection will be slow. The problem was resolved by using dedicated hardware in real time 

applications, so there are no issues of frame buffering or slower detection. 

 

VI.  ANALYSIS RESULT 
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VII. FUTURE SCOPE 

1) The future works may focus on the utilization of outer factors such as vehicle states, sleeping hours, weather conditions, 

mechanical data, etc., for fatigue measurement. 

2) In Our system will add more function like chat bot, chat conversation, etc. 

3) In future will add speed limit warning. 

4) In future we will add Fuel alert and google map speech in our system. 

5) We can also introduce smart lane driving assist. 

6) It can provide service in various fields where, twenty-four-hour operations, high annual mileage, exposure to challenging 

environmental conditions, and demanding work schedules all contribute to this serious safety issue. 

 

VIII.  CONCLUSION 

This paper provides a comparative study on papers related to river drowsiness detection and alert system. In order to provide a 

solution to the problem of detecting the state of drowsiness, an arithmetic-based method is used. This system uses eye movement in 

order to detect fatigue. Eye movement is detected using a camera. This is done to recognize the symptoms of fatigue in order to 

avoid accidents. It is based on the concept of eye-tracking. In order to obtain finer results, a hundred and fifty images of different 

people have been used. If the state of fatigue has been identified, an alarm system is turned on. In this paper, we presented the 

conception and implementation of a system for detecting driver drowsiness based on vision that aims to warn the driver if he is in 

drowsy state. 

Face and eye region are detected using Viola-Jones detection algorithm. Stacked deep convolution neural network is developed to 

extract features and used for learning phase. A SoftMax layer in CNN classifier is used to classify the driver as sleep or non-sleep. 

Proposed system achieved 96.42% accuracy. Proposed system effectively identifies the state of driver and alert with an alarm when 

the model predicts drowsy output state continuously. 
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