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Abstract: Leaf vein extraction has a significant utility in botanical research and plant taxonomy. This research proposes an 
automated approach for extracting and analysing vein patterns from leaf photos using image processing and machine learning 
approaches. The methodology involves photo capture, pre-processing, morphological procedures, and feature extraction with 
Local Binary Pattern (LBP). Various machine learning classifiers like as Logistic Regression, SVM, Decision Tree, Random 
Forest, KNN, Gaussian Naïve Bayes, Gradient Boosting, and XGBoost are applied for vein classification.     Among these, 
Gradient Boosting and XGBoost obtain the maximum accuracy of 92.86%, followed by Random Forest with 90.48% accuracy.  
The suggested method offers high accuracy and efficiency, making it a great tool for plant species identification, disease 
detection, and ecological investigations.  
Index Terms: Leaf Vein Extraction; Image Processing; Machine Learning; Morphological Operations; Local Binary Pattern 
(LBP); Feature Extraction; Classification; Gradient Boosting; XGBoost; Plant Taxonomy; Ecological Studies. 
 

I. INTRODUCTION 
Leaf vein extraction is a crucial procedure in botanical research, plant taxonomy, and ecological studies, since it aids in identifying 
plant species, measuring plant health, and understanding environmental adaptations.   Leaf veins, also known as venation patterns, 
serve a critical role in the transmission of water, nutrients, and photosynthetic products, while also providing mechanical support to 
the plant.   Analyzing these venous systems can give significant information about plant shape, physiology, and evolutionary 
aspects.  Traditional methods of vein extraction usually require manual or semi-automated operations, which are time-consuming, 
prone to mistakes, and lack scalability.   In contrast, automated image processing techniques provide an effective and exact method 
to extract and evaluate leaf veins.   The improvements in machine learning (ML) considerably boost the precision and reliability of 
vein categorisation, facilitating large-scale investigation with minimal human input. This paper presents an automated leaf vein 
extraction system that employs morphological approaches, image segmentation, and machine learning algorithms.   The 
methodology involves: Image capture and pre-processing to maximise vein visibility, application of morphological processes 
(erosion, dilation, and reduction) to separate vein-like features. Feature extraction using Local Binary Pattern (LBP) to capture 
venous texture details. Classification using eight machine learning approaches to evaluate the vein extraction accuracy.  
 The system’s performance is tested using accuracy, precision, recall, and F1-score metrics, with the Gradient Boosting Classifier 
and XGBoost Classifier reaching the best accuracy of 92.86%.   This study underscores the promise of automated vein extraction in 
plant species identification, disease detection, and ecological research, providing a scalable and reliable tool for large-scale botanical 
investigation. 
 

II. REVIEW OF LITERATURE 
The topic of leaf vein extraction has witnessed great advancements with the incorporation of image processing and machine learning 
methodologies. Various ways have been developed to enhance the accuracy and efficacy of vein extraction and categorisation. 
1) Fu and Chi proposed a two-stage technique for vein extraction employing fluorescent light banks to enhance venation visibility. 

The method involved edge detection to filter out non-vein pixels, followed by the building of an artificial neural network 
classifier to refine the results 

2) Li and Chi effectively retrieved venation from leaf sub-images using Independent Component Analysis (ICA). However, when 
applied to complete leaves, the accuracy was only similar to ordinary Prewitt edge detection operators. 

3) Kirchgeßner recommended showing vascular systems using B-splines, containing hierarchical venation information. However, 
the method requires manual interaction for initializing the search, limiting its efficiency for large-scale datasets. 

4) Jeyalakshmi studied the effect of nutrient deprivation on interveinal areas, developing a Canny edge detection method to 
capture vein edges. This approach was sensitive to pixel intensity variations, putting it prone to noise. 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 13 Issue IV Apr 2025- Available at www.ijraset.com 
     

 
135 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

 

Craviotto applied hit-or-miss alteration to grayscale photos for vein extraction, combining it with classifiers like SVM and Random 
Forest. This technology exceeded manual classification techniques in accuracy and consistency. 
Mullen utilised artificial ants worms to trace venation and outline leaf boundaries with edge detection algorithms. This approach 
effectively monitored venous structures but required hand initiation, limiting its automation potential. 
Mark Fricker deployed Convolutional Neural Networks (CNN) for leaf vein extraction, gaining great precision and precisely 
detecting vein diameters, angles, and connectivity. The multi-scale assessment of venous networks facilitated cross-species 
comparisons and discovered variations in network architecture. 
Clarke contrasted smoothing, edge detection, and scale-space approaches, with scale-space yielding superior results. However, 
manual improvement using Photoshop still topped the automated alternatives. 
Feng presented a two-stage technique where intensity histogram filtering removed background pixels. The changed characteristics 
were classified using a neural network, obtaining considerably more accuracy than using a Sobel filter. 
Herdiyeni regarded veins as ridges rather than edges, utilising a Hessian matrix for pixel-wise vein measurement. This strategy 
produced higher vein continuity compared to edge-based methods. 
Hong established the potential of leaf venation for plant speciation, obtaining 97.1% accuracy utilising a dataset of 1,907 leaf photos 
from 32 species. However, the method was limited to recognising only large veins. 
These publications demonstrate the history of vein extraction methodologies, spanning from traditional edge detection to recent 
machine learning models, highlighting the enhanced efficiency and accuracy of automated leaf vein analysis.  
For details refer [5-24] 
 

III. METHODOLOGY 
A. Image Acquisition 
The dataset consists of 277 leaf photos, including 144 Mango leaves and 133 Jatropha leaves, acquired with a high-resolution 
camera under consistent illumination circumstances. The photos are categorised into two categories: Mango (0) and Jatropha (1). To 
insure successful model evaluation, the dataset is partitioned into 85% for training and 15% for testing. 
 
B. Pre-processing 
In this stage, the photos are transformed to grayscale to aid processing by lowering color data. Various enhancement techniques are 
applied to improve vein visibility, including linear intensity modification, gamma correction, histogram equalization, and 
decorrelation stretching. These processes boost contrast, making the boats more noticeable from the background. 
 
C. Image Segmentation 
To extract the vein areas, picture segmentation algorithms are utilised. Thresholding is used to identify pixels based on intensity, 
isolating vessels from the background. Region growth groups equivalent intensity pixels, enlarging the vein areas. Finally, edge 
detection utilising Sobel and Canny operators reveals the vein boundaries, ensuring unambiguous identification of vein structures. 
 
D. Morphological Operations 
Morphological techniques are conducted to refine the segmented vein architecture. Erosion decreases noise by deleting pixels 
around the edges, while dilation stretches the vein regions, making them more visible. The subtraction procedure further isolates the 
capillaries by removing background pixels. Detail refinement joins fragmented veins and eliminates isolated pixels, resulting in a 
cleaner and more continuous vein network. 
 
E. Feature Extraction 
The method leverages Local Binary Pattern (LBP) to extract textural characteristics from the veins. The LBP method contrasts the 
intensity of each core pixel with its neighbors, yielding binary codes that are transformed into decimal values. These values are put 
into a histogram, depicting the textural patterns of the vessels. 
 
F. Machine Learning 
Machine learning is a subject of computer science that deals with the creation of algorithms that can learn from data. Machine 
learning can be used to train a model to autonomously extract the veins structure of leaves. The model is trained on a series of 
photos that have already been manually tagged with the vascular structure. 
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Once the model has been trained, it may be used to extract the vascular anatomy from new images. This is a great strategy, but it can 
be time-consuming and computation- ably costly to train the model. 
 
G. Model Evaluation 
The efficacy of the system is evaluated using the following metrics: 
Accuracy: Measures the overall reliability of predictions. 
Precision: Indicates how many of the anticipated vein areas are accurately classified. 
Recall: Measures the model’s ability to detect all vein areas. 
F1-Score: The harmonic mean of precision and recall, offering a balanced evaluation metric. 

 
 

IV. RESULT and ANALYSIS 
The performance of the leaf vein extraction system is evaluated by utilising machine learning techniques to classify the extracted 
vein features. The effectiveness of the system is judged based on accuracy, precision, recall, and F1-score. 
 
A. Model Performance 
The system includes eight machine learning algorithms to classify the vein structures. The results for each model are as follows: 
Logistic Regression yields an accuracy of 61.90%(Table 1), however it suffers with low recall, showing inadequate sensitivity in 
detecting all vein regions. 
Support Vector Machine (SVM) displays a somewhat better performance with an accuracy of 62%(Table 1), exhibiting improved 
but still moderate classification capability. 
Decision Tree performs substantially better, obtaining an accuracy of 88.10%(Table 1), with strong precision and recall scores, 
indicating a solid classification of vein architecture. 
Random Forest, an ensemble technique, considerably enhances the performance with an accuracy of 90.48%(Table 1), showcasing 
its robustness and ability to manage complex feature spaces well. 
Gaussian Naïve Bayes obtains 69.05%(Table 1) accuracy, making it moderately effective, although it displays lesser precision and 
recall compared to other ensemble models. 
K-Nearest Neighbors (KNN) obtains the same accuracy as Gaussian Naïve Bayes (69.05%)(Table 1), but its performance is 
significantly less reliable due to sensitivity to the number of neighbors. 
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Gradient Boosting Classifier gives the highest performance with an accuracy of 92.86%(Table 1), displaying its ability in managing 
complex vein patterns well. 
XGBoost Classifier, noted for its efficiency and accuracy, also scores 92.86%(Table 1) accuracy, displaying remarkable 
performance, making it one of the top-performing models. 
 
B. Comparison and Insights 
The results clearly demonstrate that Gradient Boosting and XGBoost Classifiers acquire the best accuracy, making them the most 
effective models for categorising leaf vein shapes. Random Forest also yields high performance, confirming the efficacy of 
ensemble approaches in handling complicated and diverse vein patterns. 
The evaluation criteria show that models with higher accuracy also retain balanced precision and recall, indicating their reliability in 
correctly detecting venous areas without overfitting. The performance of Logistic Regression and SVM, albeit moderate, suggests 
they are less effective in controlling the complicated vein patterns compared to ensemble models. 
 
C. Graphical Representation of Results 
The results suggest a constant improvement in accuracy when more complicated models are introduced. Ensemble and boosting 
algorithms (Random Forest, Gradient Boosting, and XGBoost) beat simpler models, demonstrating their capacity to adequately 
incorporate vein features. 

 
K-Nearest Neighbors (figure 1) 

 

 
Logistic Regression (figure 2) 

 

 
Support Vector Machine (figure 3) 
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All Algorithms and their Results (Table 1) 

 
V. CONCLUSION 

The leaf vein extraction technique proposed in this research provides an automated and accurate approach for recognising and 
classifying vein patterns from leaf photographs. By merging image processing techniques, morphological operations, feature 
extraction using Local Binary Pattern (LBP), and machine learning algorithms, the system effectively isolates and analyzes vein 
patterns. The results reveal that ensemble and boosting algorithms outperform simpler models in vein classification. Both Gradient 
Boosting and XGBoost Classifiers attain the highest accuracy of 92.86%, making them the most dependable models for this task. 
Random Forest, with an accuracy of 90.48%, likewise displays strong performance, illustrating the usefulness of ensemble 
approaches. The system’s scalability and efficiency make it highly suitable for botanical research, plant taxonomy, and ecological 
investigations. Its capacity to process big datasets with minimum operator involvement decreases the time and effort necessary for 
vein extraction and classification. Furthermore, the automated approach provides consistent and reliable results, making it a 
significant tool for plant species identification and disease diagnosis. 
In summary, the suggested methodology provides a stable and scalable solution for leaf vein extraction, presenting substantial 
promise for future applications in agriculture, botany, and environmental monitoring. 
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