
 

13 V May 2025

 https://doi.org/10.22214/ijraset.2025.70174



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 13 Issue V May 2025- Available at www.ijraset.com 
    

 4117 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 
 

Advancing Senior High School Research Skills 
through the Integration of Artificial Intelligence 

Tools 
 

Wilbert C. Venzon, LPT, PhD1, Mary Eresa Venzon2 

1 San Isidro National High School – SDO Pampanga, Philippines  
2 Angeles University Foundation, Angeles City, Pampanga, Philippines 

 
Abstract: The integration of Artificial Intelligence (AI) into senior high school research offers both significant opportunities and 
challenges. AI tools can enhance student engagement, improve research and writing skills, and support personalized learning by 
assisting with tasks such as drafting, editing, data analysis, and collaboration. These tools foster critical thinking, academic 
integrity, and overall research capabilities. However, the ethical concerns surrounding AI, including data privacy, the potential 
for over-reliance on technology, and maintaining academic honesty, require careful consideration to ensure responsible use and 
genuine learning outcomes. Moreover, disparities in access to AI technology, particularly in underfunded schools, risk 
exacerbating educational inequalities. To maximize AI's potential in education, it is essential to establish clear ethical 
guidelines, promote digital literacy, and redesign assessments to focus on creativity, collaboration, and the learning process. 
Ensuring equitable access to AI resources is vital for fostering fair and inclusive educational outcomes. By prioritizing digital 
literacy and ethical education, schools can empower students to use AI effectively and responsibly, enhancing critical thinking 
while preparing them for the demands of a digital future. However, overcoming barriers such as access disparities and 
inadequate teacher training is crucial to ensure that AI integration enhances rather than replaces core academic skills. 
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I. INTRODUCTION 
In the 21st century, educational systems are increasingly embracing technological innovations to improve teaching and learning 
outcomes. Among the most transformative tools emerging in this landscape is Artificial Intelligence (AI), which has the potential to 
significantly enhance how students engage with content, analyze information, and develop critical research skills (Asian 
Development Bank [ADB], 2022; CHED, 2020). AI-driven tools—ranging from intelligent tutoring systems to research automation 
platforms—can personalize learning and streamline complex research tasks, enabling students to work more efficiently and 
independently (De Jesus & San Juan, 2021; Villanueva et al., 2025). 
However, despite the promise of AI in education, a substantial digital divide persists in the Philippines, particularly affecting 
students in public and rural schools. Technological literacy remains uneven across regions and academic tracks, limiting many 
students’ ability to fully leverage AI tools in research. A study by De Jesus and San Juan (2021) found that nearly 60% of Filipino 
students reported limited exposure to AI-based educational tools. This disparity is further highlighted in a 2020 report by the 
Philippine Business for Education (PBEd), which revealed that over half of the student population felt unprepared for research due 
to the lack of access to digital resources. 
This challenge is evident at the senior high school level, particularly within different academic tracks. In one of the senior high 
school in Pampanga for example, only 20% of Accountancy Business Management (ABM) students and 28.57% of General 
Academic Strand (GAS) students reported prior familiarity with AI tools before targeted interventions. Moreover, a high 
percentage—70% of ABM and 75% of GAS students—found it difficult to apply AI in their research activities (De Jesus et al., 
2025). These figures underscore a critical need for structured AI integration to empower students and enhance research 
competencies. 
Despite these challenges, the impact of AI on student performance is promising. After targeted AI interventions, the same cohort in 
the senior high school tracks, students demonstrated notable improvements in research outcomes—ranging from 15–22% increases 
in performance metrics. These findings align with ADB’s (2022) broader study, which observed a 12% national improvement in 
student research quality and a 15% increase in engagement after integrating AI tools into classrooms. 
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Systemically, the need for AI integration in education is widely acknowledged. The Department of Education (DepEd) reported in 
2022 that 35% of public high schools in rural areas lacked the infrastructure to incorporate AI tools, and the National Economic and 
Development Authority (NEDA, 2023) highlighted significant regional disparities in digital adoption. These gaps are further 
compounded by insufficient teacher training, outdated equipment, and inconsistent internet access (DepEd, 2022; NEDA, 2023). 
Recognizing AI’s role in future workforce readiness, the Commission on Higher Education (CHED) emphasized in its 2020 
strategic plan that AI competencies are increasingly required in sectors such as business, healthcare, and finance. Yet, despite 
national-level strategies, implementation remains inconsistent across educational institutions, especially in less privileged regions 
(CHED, 2020). 
Therefore, this review aims to investigate the role of AI tools in improving the research skills of senior high school students. It will 
explore how AI-based interventions influence students’ familiarity with research processes, engagement, and overall academic 
performance. The goal is to provide evidence-based insights on how AI can be effectively leveraged to bridge educational 
disparities and strengthen research skills—an essential component of academic and professional success in the digital era. 
 

II. REVIEW OF RELATED LITERATURE 
A. Artificial Intelligence in Education 
According to Pantao (2025), Artificial Intelligence (AI) has emerged as a transformative force in the field of education, reshaping 
both instructional practices and student learning experiences. In the study of AI's role in academic writing, Pantao notes that tools 
such as ChatGPT, Grammarly, and QuillBot have become central in helping students draft, edit, paraphrase, and improve their 
writing and research outputs. These tools significantly enhance students' writing proficiency and research capabilities. Furthermore, 
in the context of personalized learning, AI-powered platforms such as DreamBox and Carnegie Learning are designed to adjust 
instructional content in real time, based on student performance. As Milloria et al. (2024) explain, these adaptive learning platforms 
increase engagement by providing students with appropriately challenging content tailored to their individual progress, thus 
improving retention and fostering autonomy. 
AI also plays a crucial role in developing students' critical thinking skills. According to Milloria et al. (2024), by offering immediate 
access to diverse sources of information, AI enables students to analyze varying perspectives and formulate well-informed 
arguments. In addition to supporting student learning, AI benefits educators by streamlining grading, assisting with curriculum 
design, and identifying students who may require additional support. As demonstrated by Arizona State University, AI tools such as 
chatbots and analytics systems are effective in supporting students throughout their academic journey, enhancing both teaching 
efficacy and student outcomes. Similarly, Jones et al. (2023) argue that AI-based platforms can assist teachers in offering 
personalized feedback, a critical element in improving student performance. These personalized insights, they suggest, can lead to 
better academic results and more meaningful teacher-student interactions. Furthermore, Thompson & Jacobs (2023) found that AI 
systems that offer feedback on student writing also contribute to improving students' self-editing skills, providing more frequent and 
detailed responses than traditional methods. 
Despite these advancements, the integration of AI in education raises several ethical and practical concerns. In the study of data 
privacy, both Pantao (2025) and Milloria et al. (2024) highlight concerns regarding the security, ownership, and consent 
surrounding the data collected by AI systems. If not regulated properly, these technologies could inadvertently become tools of 
surveillance. Additionally, as Pantao (2025) points out, AI tools like ChatGPT, while valuable for guidance, can be misused by 
students to generate assignments without genuine intellectual effort, leading to questions about authorship and academic integrity. 
According to Cheng & Thompson (2023), this presents a paradox where AI both democratizes access to learning resources and 
poses new risks for academic dishonesty. Given the current limitations of AI detection tools, Milloria et al. (2024) suggest that 
institutions may need to reconsider traditional assessment methods. Moreover, over-reliance on AI could hinder the development of 
critical skills such as problem-solving, creativity, and independent thinking. Chen & Zhang (2025) explore the relationship between 
AI usage and student motivation, warning that an over-reliance on AI may lead to decreased intrinsic motivation for students, 
particularly if they come to view learning as a passive process rather than an active, engaging endeavor. 
Another significant issue is algorithmic bias, which can disadvantage certain student groups due to skewed training data. Milloria et 
al. (2024) argue that such biases, combined with unequal access to digital resources, particularly in underfunded schools or 
developing regions, could widen the educational gap rather than narrow it. This concern is echoed by Patel et al. (2023), who found 
that AI tools trained on predominantly Western data sets often fail to reflect the diverse cultural backgrounds of students, leading to 
inequitable learning outcomes.  
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They propose that AI systems be designed to be more inclusive, representing diverse perspectives and backgrounds, to ensure fairer 
educational experiences for all. Additionally, Smith & Lee (2024) discuss the challenges that AI developers face in ensuring 
inclusivity in AI systems, noting that biases may arise from both the training data used and the assumptions embedded in the 
algorithms themselves. They advocate for the inclusion of diverse voices in AI development teams to create more balanced 
educational tools. 
Nevertheless, when implemented responsibly, AI holds immense potential for enhancing educational equity and accessibility. 
According to recent policy recommendations, it is essential to establish ethical frameworks that prioritize transparency, fairness, and 
data protection in AI use. In line with these recommendations, Pantao (2025) advocates for the integration of digital literacy into 
curricula, empowering students to engage critically and ethically with AI tools. Rather than banning AI altogether, both Pantao and 
Milloria et al. (2024) suggest that educational institutions should redesign assessments to emphasize creativity, reflection, and the 
learning process over static outputs, using oral presentations, collaborative projects, and iterative assignments to promote academic 
integrity. Additionally, ensuring equitable access to AI tools and the necessary infrastructure is crucial to avoid exacerbating 
existing disparities. This is reinforced by the findings of Thompson et al. (2025), who emphasize that the adoption of AI in 
education must be accompanied by infrastructural investment in less privileged areas to guarantee that all students benefit equally. 
The work of Anderson & Martinez (2024) also supports this view, suggesting that access to AI tools should be democratized 
globally, especially in low-income areas, to ensure the technology does not become a tool of exclusion. In conclusion, as Pantao 
(2025) and Milloria et al. (2024) suggest, while challenges persist, the thoughtful and inclusive integration of AI into education can 
democratize learning, foster personalized education, and better prepare students for a future where technological literacy is essential. 
 
B. Artificial Intelligence Integration in Senior High School Research 
The integration of AI in senior high school research has demonstrated promising improvements in students' academic performance 
and engagement. According to Smith & Johnson (2024), AI tools like ChatGPT 3.5 significantly enhance formative assessments by 
providing personalized feedback that adapts to students' learning styles and levels of understanding. This individualized approach 
not only improves academic outcomes but also fosters deeper engagement between students and teachers, as it enables more tailored 
and responsive teaching strategies. Similarly, Lee & Kuo (2024) emphasize that AI tools support students in various aspects of 
research, from literature reviews and data analysis to collaboration. These tools streamline the research process, providing quick 
access to information, and enhancing students' skills in grammar, vocabulary, citation formatting, and content organization. In a 
study by Zhang et al. (2025), AI tools were found to reduce the time required for literature searches, enabling students to access 
relevant research papers more efficiently and focus on synthesizing information rather than spending excessive time on searching. 
AI also plays a crucial role in making research activities more efficient by automating time-consuming tasks, thereby allowing 
students to focus on higher-order thinking. According to Roberts et al. (2024), AI can aid in organizing and analyzing large sets of 
data, improving the quality and depth of research findings. In addition to facilitating data analysis, AI tools like Grammarly and 
QuillBot assist students in refining their writing, ensuring clarity and coherence. By helping students with grammar, syntax, and 
structure, these tools promote academic integrity by allowing students to focus on content rather than mechanical errors. Further 
research by Wong & Tan (2024) indicates that using AI writing tools leads to improved student writing performance, particularly in 
reducing grammatical errors and enhancing the overall flow of their work. 
Moreover, AI enhances collaboration among students, providing real-time editing suggestions and enabling more effective 
teamwork, which is vital for developing strong research outputs. A study by Chen & Zhang (2025) reveals that AI-powered 
platforms like Google Docs, combined with collaborative editing features, have led to more efficient group work, where students 
can contribute simultaneously to a shared project while receiving instant feedback. Similarly, Thompson & Roberts (2024) observed 
that AI-supported collaborative platforms facilitate peer reviews and discussions, improving the quality of group research projects 
and fostering a deeper understanding of research topics. 
However, despite the benefits, AI integration in education comes with several challenges, particularly concerning ethical 
implications and academic integrity. A study by Carter et al. (2024) found that some students are increasingly submitting AI-
generated essays without adequate understanding of the material, which raises concerns about their long-term academic 
development. The ease with which AI can generate assignments or research papers poses a significant threat to academic honesty, as 
students may rely too heavily on these tools without engaging in genuine intellectual effort. Furthermore, the over-reliance on AI 
could undermine the development of essential skills like critical thinking and creativity.  
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According to Richards et al. (2025), AI tools, when used excessively, may limit students’ ability to think critically, as they become 
accustomed to relying on machine-generated insights rather than forming their own conclusions. 
To ensure AI's responsible use, educators must establish ethical guidelines and assessment strategies that emphasize creativity, 
originality, and the learning process over final outputs. A report by Davis et al. (2024) suggests that adopting formative assessments 
over summative ones can help mitigate this issue, focusing more on the process of research and development than the final product. 
By integrating digital literacy into curricula and ensuring equitable access to AI tools, schools can maximize the benefits of AI 
while addressing its potential risks. In a similar vein, Williams & Patel (2024) highlight that training students to use AI responsibly, 
emphasizing its role as a tool for enhancing learning rather than replacing intellectual effort, will be crucial in maintaining academic 
integrity. Furthermore, integrating ethical discussions into AI-related courses, as suggested by Garcia & Brown (2024), can promote 
a balanced perspective on the use of AI, allowing students to appreciate the advantages and limitations of these tools in academic 
settings. 
 
C. Digital Literacy and Research Skills 
Digital literacy is fundamental to the effective use of AI tools in research, as it empowers students to navigate, evaluate, and utilize 
technology responsibly and efficiently. According to a study by Derasin (2024), nursing students who demonstrated higher levels of 
digital literacy exhibited stronger research skills, underscoring the critical link between digital literacy and research competence. 
The study emphasizes that digital literacy is not just about knowing how to use technology, but about understanding how to harness 
it for academic purposes, such as finding credible sources, analyzing data, and effectively presenting research findings. This 
connection suggests that improving digital literacy can significantly enhance students’ overall research capabilities, ensuring that 
they are not only proficient with technology but also capable of applying it in meaningful, productive ways. In a similar vein, 
Robinson & Hargreaves (2023) assert that digital literacy enables students to critically evaluate online sources, which is crucial for 
distinguishing reliable information from misinformation in academic work. Their study highlights the importance of teaching 
students to identify credible sources, a skill that becomes increasingly vital in the age of AI-generated content. 
As AI tools become increasingly integrated into educational environments, there is a growing need for tailored digital literacy 
programs to support students in mastering these technologies. These programs are essential for preparing students to make the most 
of AI-powered research tools, such as automated writing assistants, data analysis platforms, and research databases. A study by 
Marshall & Jensen (2024) demonstrates that when students received training on how to use AI tools effectively in their research, 
they were able to generate higher-quality research papers, utilizing AI to automate certain tasks and focus on higher-level cognitive 
tasks, such as synthesis and analysis. Similarly, Choi & Lee (2024) argue that digital literacy programs need to go beyond technical 
skills to include ethical considerations, helping students understand the potential risks of AI tools, such as the perpetuation of biases 
and the use of unreliable sources. 
With the right digital literacy training, students can better understand the ethical implications of AI, recognize biases in algorithms, 
and critically assess the information provided by AI tools. In a study by Patel & Sanders (2024), it was found that students who 
received education on the ethical implications of AI were more likely to use AI tools responsibly, ensuring that they didn’t just rely 
on AI outputs without validating them. This training also encouraged students to reflect on their own decision-making processes and 
use AI as a complement to their critical thinking skills, rather than a replacement for them. Similarly, Gonzalez & Meyer (2023) 
conducted research on the role of digital literacy in developing students' ethical awareness when using AI tools. They concluded that 
students with a high level of digital literacy were more likely to recognize biases and limitations in AI-generated content, leading to 
more informed and ethical research practices. 
By fostering these skills, educators can ensure that students are well-equipped to use AI responsibly and effectively in their research 
projects. According to Barlow & Ferguson (2024), introducing digital literacy and ethical training into the curriculum not only helps 
students use AI tools efficiently but also promotes a culture of responsibility and accountability in academic research. In a similar 
study, Kelly & Harrison (2025) found that students who received training on using AI tools for research, as well as how to question 
and critique AI-generated content, showed a greater understanding of the nuances of AI-assisted research. This knowledge, they 
argue, is essential for developing students' academic independence and critical thinking skills. 
Ultimately, the integration of AI in education requires a shift towards comprehensive digital literacy education, especially in the 
context of research. As AI continues to evolve, students will need more than just basic technical skills; they must be able to engage 
critically with AI tools to maximize their benefits.  
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A study by Davis & Wilson (2024) found that students who received in-depth digital literacy training, including AI literacy, 
performed significantly better in research tasks, as they were able to not only use AI tools but also understand their limitations and 
potential risks. This study underlines the importance of teaching students to balance technological advantages with human 
judgment. In addition, Leung et al. (2025) observed that digital literacy programs focused on AI allow students to engage more 
effectively with emerging technologies, preparing them for future academic and professional environments where AI is expected to 
play a major role. 
Educators and institutions must prioritize the development of digital literacy curricula to ensure that all students, regardless of their 
background or previous experience with technology, have the skills they need to navigate and utilize AI tools effectively in their 
academic work. A report by Wilson & Roberts (2025) emphasizes the need for schools to provide equitable access to digital literacy 
training, particularly in underserved communities, where students may have limited exposure to technology. Their findings suggest 
that well-structured digital literacy curricula can level the playing field, allowing all students to benefit from AI tools, regardless of 
their socioeconomic status. By doing so, they will not only enhance students' research abilities but also prepare them for a future 
where digital fluency is indispensable. Finally, as Thompson et al. (2024) note, a future-ready education system will require a strong 
foundation in digital literacy, especially when students are expected to interact with complex AI systems that will shape both their 
academic and professional lives. 

 
D. Ethical Considerations in Artificial Intelligence Integration 
The integration of AI in education introduces several ethical considerations that must be carefully addressed to ensure its 
responsible and effective use. According to Davis & Wilson (2024), one of the most pressing concerns is data privacy and security. 
As AI systems rely on the continuous collection and analysis of data, both students and educators must be assured that their personal 
and academic information is protected. The study advocates for the implementation of robust data protection protocols and 
transparency regarding how data is used, stored, and shared. This is particularly important as AI-powered platforms become more 
deeply embedded in educational environments, potentially exposing sensitive information to security vulnerabilities. By establishing 
strict privacy guidelines and adhering to ethical standards, educators and institutions can foster trust and ensure the safe use of AI in 
education. 
In addition to data security, maintaining academic integrity in AI-assisted learning environments is a critical issue highlighted by 
Thompson et al. (2024). The study stresses the importance of creating systems that prevent misuse of AI tools, such as cheating or 
plagiarism, which could undermine the fairness of the educational process. Since AI can assist students in generating content or 
performing tasks, there is a risk that students may bypass intellectual effort, raising concerns about the authenticity of their work. To 
address this, educational institutions must implement strategies that encourage students to use AI tools as aids for learning rather 
than shortcuts to bypass the academic process. Establishing clear guidelines on the acceptable use of AI, along with developing AI 
detection tools and revising assessment methods, will help uphold academic integrity and ensure that AI contributes to, rather than 
detracts from, the educational experience. 
A study by Barlow & Ferguson (2024) echoes these concerns, emphasizing the need for a balanced approach to AI integration in 
education. They argue that, while AI holds great potential, its implementation must be accompanied by comprehensive AI literacy 
programs. These programs would not only equip students with the skills to use AI effectively but also raise awareness about the 
ethical implications of AI use. Barlow & Ferguson suggest that promoting responsible use through AI literacy can help mitigate 
potential ethical issues, such as algorithmic bias or over-reliance on technology, by empowering students to understand and 
critically engage with AI tools. In this way, both educators and students can navigate the evolving landscape of AI in education, 
ensuring that its benefits are realized while minimizing the risks associated with its misuse. 
Moreover, Kelly & Harrison (2025) highlight that AI’s ability to analyze and process large datasets raises concerns about 
algorithmic biases that could disproportionately affect marginalized groups. These biases, they argue, could perpetuate inequalities 
in educational outcomes if not properly addressed. To mitigate these risks, the authors advocate for the development of AI systems 
that are transparent and regularly audited for fairness. Additionally, they stress the importance of incorporating diverse perspectives 
into the development and deployment of AI systems in education to ensure that all students are treated equitably. 
Further, Gonzalez & Meyer (2023) discuss the ethical challenge of AI-induced dependency in students. While AI tools can be 
incredibly helpful, they warn that excessive reliance on AI for tasks such as writing and data analysis could reduce students' ability 
to develop essential skills such as critical thinking, creativity, and problem-solving. The study suggests that AI should be viewed as 
a tool for enhancing learning rather than replacing fundamental cognitive processes.  
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To address this, Gonzalez & Meyer recommend that educators encourage students to use AI tools in conjunction with traditional 
learning methods, ensuring that students still engage deeply with the material. 
Robinson & Hargreaves (2023) also highlight the ethical implications of data use in AI-powered learning platforms. They argue that 
without clear guidelines on data ownership and consent, students may unknowingly provide sensitive information that could be 
misused or sold to third parties. The study advocates for policies that prioritize student consent and data security, ensuring that AI 
systems in education are built with transparency and accountability at their core. 
Further studies, such as those by Kim & Park (2024), point out the ethical dilemma surrounding the potential for AI to reinforce 
existing inequalities. Their research reveals that AI systems, if not carefully designed, can perpetuate biases based on the data they 
are trained on, which could disadvantage students from underrepresented groups. Kim & Park recommend developing AI systems 
with built-in safeguards to detect and correct these biases, ensuring fair outcomes for all students. Similarly, Williams & Lee (2025) 
examine how the lack of diversity in AI design teams contributes to these biases and call for more diverse representation in AI 
development to mitigate these risks. 
A study by Thompson et al. (2025) also brings attention to the need for transparency in AI algorithms used in educational settings. 
They argue that students and educators must have access to clear explanations of how AI tools generate results, especially when 
these tools are used for assessment or grading purposes. Transparency, they assert, is key to ensuring that AI’s role in education is 
trustworthy and ethically sound. 
Finally, a report by Wilson & Roberts (2025) emphasizes the need for a multifaceted approach to AI ethics in education, combining 
digital literacy training with the development of ethical frameworks. The report suggests that educators must not only teach students 
how to use AI tools but also instill a sense of responsibility in their use. This includes fostering awareness of the potential 
consequences of AI misuse and encouraging students to engage with AI technologies thoughtfully and critically. 
 
E. Challenges in Artificial Intelligence Integration 
Despite the promising potential of AI to enhance senior high school research, several challenges hinder its full integration, 
particularly in underserved areas. A study by Rodriguez & Smith (2024) identified key barriers such as inadequate infrastructure, 
limited access to technology, and insufficient teacher training, particularly in rural or underfunded schools. These challenges create 
disparities in access to AI tools, preventing some students from benefiting from the advancements AI offers in education. The study 
emphasizes the importance of targeted interventions to address these inequities, such as providing schools with the necessary 
technological infrastructure, training educators to effectively use AI in teaching, and ensuring that students in all areas have access 
to AI-powered research tools. Without addressing these foundational issues, the full potential of AI in education cannot be realized, 
and the gap between well-resourced and underserved schools may continue to widen. 
In addition to logistical challenges, concerns about the over-reliance on AI tools have been raised by Harris & Wu (2025), who 
argue that excessive dependence on AI could undermine essential cognitive skills, such as critical thinking, creativity, and 
independent problem-solving. While AI can support students in tasks like data analysis, content organization, and writing 
refinement, Harris & Wu warn that it could hinder students’ ability to think critically about their research, form original ideas, and 
process information independently. If students rely too heavily on AI tools to generate ideas or perform research tasks, they may 
become less equipped to engage in the deeper cognitive processes that are necessary for academic success and intellectual growth. 
This concern highlights the importance of using AI as a supportive tool rather than a substitute for traditional research methods, 
ensuring that students retain the ability to think critically and creatively. 
Further research by Zhang et al. (2024) corroborates these findings, pointing out that over-reliance on AI could stifle intellectual 
curiosity and diminish problem-solving abilities. Their study suggests that students may begin to rely on AI tools to answer 
questions or generate ideas instead of actively engaging in their learning process. The authors recommend that AI should 
complement, rather than replace, traditional research methods, encouraging students to actively engage with the material while still 
benefiting from AI’s capabilities in data processing and task automation. 
A study by Johnson & Lee (2025) also addresses concerns about access to AI tools. They found that schools in underfunded areas, 
particularly those in rural locations, often lack the resources to fully integrate AI into their classrooms. These schools face 
challenges such as limited internet access, outdated hardware, and insufficient funding for AI training programs. The study 
advocates for government and corporate partnerships to bridge this digital divide and ensure that AI tools are available to all 
students, regardless of their geographical location or socioeconomic status. 
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Similarly, Chen & Singh (2024) examined how teacher training impacts the effective use of AI in education. They found that many 
teachers, particularly in underserved regions, lack the professional development necessary to implement AI tools in their classrooms 
effectively. The study suggests that comprehensive AI literacy programs for educators are essential to ensure that teachers can 
confidently and competently incorporate AI into their teaching practices. Providing ongoing support for teachers, including 
workshops, online courses, and peer mentoring, would enable them to better guide students in using AI tools for research and 
learning. 
In another study, Patel & Greene (2025) discussed the ethical challenges associated with AI in education, particularly the risk of 
reinforcing existing biases in AI algorithms. Their research highlighted how AI tools, if not properly designed or monitored, could 
perpetuate inequalities in educational outcomes. The study calls for the development of more inclusive AI algorithms that account 
for a diverse range of students’ needs and experiences, ensuring that all students have equal opportunities to benefit from AI-
enhanced learning. 
Furthermore, an analysis by Williams & Zhang (2024) focused on the role of AI in fostering collaboration among students. They 
found that AI tools, particularly those used for group research and content creation, can enhance student collaboration by facilitating 
real-time editing, feedback, and communication. However, they also noted that these tools could lead to issues regarding intellectual 
property and authorship, especially if students rely too heavily on AI-generated content without fully contributing their own ideas. 
The study recommends implementing clear guidelines on the use of AI in collaborative projects to ensure that all students contribute 
meaningfully while benefiting from AI’s collaborative features. 
Gonzalez & Ramirez (2024) also identified the need for more inclusive AI curricula that address both the opportunities and 
challenges of AI in education. Their study suggests that AI literacy should be integrated into the school curriculum from an early 
age, with an emphasis on ethical considerations, data privacy, and critical thinking skills. By teaching students how to use AI tools 
responsibly and thoughtfully, educators can help ensure that AI contributes positively to their academic development. 
Moreover, a study by Thomas & Carter (2024) highlights the importance of ensuring that AI tools are accessible to students with 
disabilities. They argue that AI can be a powerful tool for supporting students with diverse learning needs, but only if these tools are 
designed with accessibility in mind. The study recommends that developers prioritize creating AI systems that are compatible with 
assistive technologies and can cater to students with varying abilities. 
Finally, a report by Anderson et al. (2025) emphasizes the need for a balanced approach to AI integration, combining technological 
advancement with a focus on preserving fundamental academic skills. They argue that while AI tools can certainly enhance 
students' research abilities, it is essential that students still engage with traditional learning processes, such as reading, writing, and 
critical analysis. The report suggests that AI should be integrated in a way that augments students’ learning experiences without 
overshadowing the core skills that are necessary for academic success. 
 

III. CONCLUSION 
The integration of Artificial Intelligence (AI) in senior high school research presents both promising opportunities and notable 
challenges. AI tools enhance student engagement, improve research and writing skills, and foster personalized learning experiences. 
By assisting with tasks like drafting, editing, data analysis, and collaboration, AI supports critical thinking and academic integrity 
while strengthening students' overall research capabilities. However, ethical concerns, including data privacy, academic integrity, 
and over-reliance on AI tools, must be carefully addressed to ensure responsible use and genuine learning. 
Moreover, disparities in access to technology, particularly in underfunded schools, could further widen educational inequalities, 
limiting the benefits of AI for all students. To fully realize the potential of AI in education, it is essential to establish clear ethical 
guidelines, promote digital literacy, and redesign assessment methods that emphasize creativity, collaboration, and the learning 
process. Ensuring equitable access to AI resources is crucial for achieving fair and inclusive educational outcomes. 
Ultimately, by prioritizing digital literacy and ethical education, schools can empower students to use AI tools effectively and 
responsibly. A balanced integration of AI into education has the potential to democratize learning, foster critical thinking, and better 
prepare students for the challenges of an increasingly digital world. However, to unlock these benefits, educational institutions must 
address the barriers to AI integration, such as access disparities and insufficient teacher training, ensuring that AI enhances the 
learning experience without replacing essential academic skills. 
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