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Abstract: This report explores adversarial attacks targeting deep image classification models, specifically ResNet-34 and 
DenseNet-121 trained on the ImageNet-1K dataset. We implement and assess the effectiveness of Fast Gradient Sign Method 
(FGSM), Projected Gradient Descent (PGD), and localized patch-based attacks, all constrained by strict and spatial limitations. 
Our results reveal significant declines in both top-1 and top-5 accuracy, and emphasize the cross-architecture transferability of 
adversarial inputs. We detail our approach, share findings and insights. 
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I. INTRODUCTION 
While deep neural networks have shown impressive performance in image classification tasks, they are still susceptible to 
adversarial attacks; subtle, intentional modifications to input images that can lead to incorrect predictions. Here, we target a ResNet-
34 model trained on ImageNet-1K by generating adversarial examples within and localized patch constraints. We also examine how 
well these attacks transfer to a DenseNet-121 model. The objective is to reduce model accuracy without introducing noticeable 
changes to the images. 
 

II. METHODOLOGY 
1) Dataset and Preprocessing: We work with a curated subset of ImageNet-1K, consisting of 500 test images spanning 100 distinct 

classes. The images are normalized using the standard ImageNet mean and standard deviation values and loaded via PyTorch’s 
ImageFolder utility. Class names are assigned based on the mappings provided in the labels_list.json file. 

2) Baseline Evaluation: We assess the pretrained ResNet-34 model on the test set, recording top-1 and top-5 accuracy as baseline 
performance metrics. To study attack transferability, we also evaluate the DenseNet-121 model. 

3) FGSM (L∞ attack): We implement the Fast Gradient Sign Method, where each pixel is perturbed by a maximum of ε = 0.02 in 
normalized space. The adversarial image x′ is generated as:    

x′ = x + ε · sign(∇ₓ ℒ)  
where ℒ is the cross-entropy loss with respect to the input x. 
 
4) PGD (L∞ multi-step): Projected Gradient Descent extends FGSM by applying iterative updates with a step size α = 0.01 for 20 

steps. After each update, the perturbed image is projected back onto the ε-ball to ensure the perturbation stays within bounds. 
5) Patch Attack: In this method, we modify only a randomly selected 32 × 32 patch within each image. A larger perturbation 

budget of ε = 0.5 is used, with noise sampled randomly within the patch region. 
6) Evaluation Metrics: For every attack method, we store the generated adversarial examples and verify that the L∞ constraint is 

satisfied. We report both top-1 and top-5 classification accuracy for ResNet-34 and DenseNet-121. Additionally, we provide 
visual comparisons between original and adversarial predictions for selected representative samples to highlight the impact of 
the perturbations. 

 
III.  RESULTS 

We begin by assessing the clean (unperturbed) performance of both models: 
1) ResNet-34: Top-1 Accuracy: 76.00%, Top-5 Accuracy: 94.20% 
2) DenseNet-121: Top-1 Accuracy: 74.80%, Top-5 Accuracy: 93.60% 
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A. FGSM Attack (ε = 0.02) 
 ResNet-34: Top-1 Accuracy: 2.00%, Top-5 Accuracy: 4.80% 
 DenseNet-121: Top-1 Accuracy: 3.40%, Top-5 Accuracy: 6.00% 
The FGSM attack leads to a drastic drop in accuracy, reducing performance by over 70 percentage points. Despite this, the 
perturbed images remain visually similar to the original inputs. 

 
B. PGD Attack (ε = 0.02, 20 steps) 
 ResNet-34: Top-1 Accuracy: 1.80%, Top-5 Accuracy: 3.40% 
 DenseNet-121: Top-1 Accuracy: 3.00%, Top-5 Accuracy: 4.80% 
PGD performs even more aggressively than FGSM, demonstrating the heightened effectiveness of iterative adversarial attacks. 

 
C. Patch Attack (32 × 32 patch, ε = 0.5) 
 ResNet-34: Top-1 Accuracy: 3.80%, Top-5 Accuracy: 5.40% 
 DenseNet-121: Top-1 Accuracy: 3.80%, Top-5 Accuracy: 6.40% 
Even when restricted to a small, localized region, the patch-based attack results in significant accuracy degradation—especially with 
the larger perturbation budget. 

 
D. Transferability 
Adversarial examples crafted for ResNet-34 also generalize to DenseNet-121, causing substantial reductions in accuracy for both 
models. This cross-model vulnerability is consistent across all attack types, as illustrated in Table 1. 

 
Attack ResNet-34 DenseNet-121 

Top-1 Top-5 Top-1 Top-5 
Original 76.0 94.2 74.8 93.6 
FGSM 2.0 4.8 3.4 6.0 
PGD 1.8 3.4 3.0 4.8 
Patch 3.8 5.4 3.8 6.4 

Table 1: Top-1 and Top-5 accuracy (%) for each attack and model. 
 

IV.  DISCUSSION: LESSONS LEARNED AND MITIGATION 
Our experiments revealed several key insights: 
1) Even basic attack strategies like FGSM can lead to a severe drop in model accuracy. 
2) While multi-step methods such as PGD are generally more effective, their improvement over FGSM is relatively limited for the 

chosen ε. 
3) Patch-based attacks prove surprisingly powerful, especially when a higher perturbation budget is allowed. 
4) Adversarial examples exhibit strong transferability across model architectures, highlighting a significant challenge for real-

world deployment. 
 

A. Mitigation Strategies 
Potential defenses include adversarial training, input transformation techniques, and designing inherently robust architectures. 
However, these methods often fall short when facing adaptive adversaries, indicating that truly robust defenses remain an open 
research problem. 

V. CONCLUSION 
The vulnerability of deep image classification models to adversarial attacks have been systematically evaluated. Using ResNet-34 
and DenseNet-121 trained on a subset of ImageNet-1K, we implemented and analyzed FGSM, PGD, and localized patch attacks 
under strict perturbation constraints. Our results demonstrated that even small perturbations can significantly degrade model 
performance, with adversarial examples transferring effectively across architectures. While methods such as adversarial training 
offer partial defences, the persistence of these vulnerabilities highlights the need for continued research into more robust and 
resilient learning systems. 
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