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Abstract: In the era of 5G technology, predicting coverage areas is crucial for optimizing network performance and ensuring 
reliable connectivity. This study presents a comprehensive analysis of various machine learning algorithms for predicting 5G 
coverage based on the RF Signal Data. The target column, Band Width, is used to gauge prediction accuracy across different 
models. Traditional methods such as Logistic Regression, K-Nearest Neighbors (KNN), Naive Bayes, Random Forest, Support 
Vector Machine (SVM), XGBoost, LightGBM, AdaBoost, Bayesian Network Classifier, Multi-Layer Perceptron (MLP), and 
Long Short-Term Memory (LSTM) are evaluated against proposed advanced techniques like Stacking and Voting Classifiers, 
and Convolutional Neural Networks (CNN). The objective is to identify dominant feature parameters that significantly influence 
5G coverage prediction. By implementing a diverse array of models, this research aims to benchmark the performance and 
accuracy of these algorithms. The comparative analysis highlights the strengths and limitations of each approach, providing 
valuable insights for network engineers and researchers. The findings suggest that ensemble methods, particularly Stacking and 
Voting Classifiers, along with CNN, offer superior prediction accuracy and robustness, thereby serving as promising tools for 
enhancing 5G network planning and deployment. 
Keywords: 5G Coverage Prediction, Machine Learning, RF Signal Data, Stacking Classifier, Voting Classifier, Convolutional 
Neural Network (CNN), Feature Parameters, Prediction Accuracy, Network Optimization, Ensemble Methods. 

 
I. INTRODUCTION 

The advent of 5G technology promises revolutionary advancements in wireless communications, offering unprecedented speed, 
reliability, and connectivity. As global deployment of 5G networks accelerates, optimizing their coverage becomes paramount to 
ensure seamless connectivity across diverse geographical and urban landscapes [1]. Effective prediction of 5G coverage efficacy is 
essential for strategic network planning and efficient resource allocation. This study addresses the critical challenge of predicting 
5G coverage using a comprehensive dataset encompassing 27 key parameters gathered from diverse locations [2]. By leveraging 
advanced machine learning techniques such as Stacking Classifier, Voting Classifier, and Convolutional Neural Networks (CNN), 
we aim to discern the pivotal factors influencing coverage performance. Key parameters including Frequency, Signal Strength, 
Modulation, and Bandwidth are scrutinized for their impact on coverage prediction accuracy. Ensemble methods like Stacking and 
Voting Classifiers are employed to harness the collective strengths of multiple models, thereby enhancing predictive accuracy and 
robustness [3].  
Additionally, the application of CNNs allows us to explore spatial correlations within the dataset, potentially uncovering nuanced 
insights into coverage variability across different environmental conditions. With a dataset comprising 164,160 observations, this 
research delves into identifying dominant feature contributions and evaluating model performance metrics rigorously [5]. The 
findings not only elucidate the pivotal parameters influencing 5G coverage but also contribute to refining predictive models 
essential for optimizing deployment strategies. Ultimately, this study seeks to bolster the efficacy of 5G network planning and 
management, thereby advancing the frontier of wireless communication technologies. 
The motivation for this study stems from the need to enhance 5G network performance through accurate coverage prediction. As 
5G technology becomes ubiquitous, ensuring reliable and optimized connectivity is paramount [4]. Traditional machine learning 
models offer varying levels of accuracy, and there is potential to improve prediction performance using advanced methods. By 
exploring and comparing a range of machine learning algorithms, this research aims to identify the most effective techniques, 
thereby contributing to more efficient and reliable 5G network planning and deployment, ultimately benefiting both service 
providers and end-users . 
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II. LITERATURE REVIEW 
In their survey titled "A Survey on 5G Coverage Improvement Techniques: Issues and Future Challenges," [1] Sudhamani et al. 
address critical aspects of 5G networks, focusing on enhancing coverage as a pivotal challenge. They explore various techniques 
aimed at improving system performance, capacity, spectral efficiency, and latency, amidst issues like interference at cell edges due 
to increased base station density. The survey emphasizes recent advancements and deployment strategies in enhancing network 
coverage, while also identifying key research challenges for future developments in cellular communication technologies. 
In their paper titled "5G Network Coverage Planning and Analysis of the Deployment Challenges," Ahamed and Faruque discuss 
the practical deployment of 5G networks amidst the transition from mid-frequency to high-frequency bands [2] They highlight the 
benefits and challenges associated with each band, emphasizing the need for extensive small cell deployment in high-frequency 
bands due to increased propagation loss. The authors propose an updated cell architecture with six sectors and advanced antenna 
systems to enhance 5G coverage. The paper underscores the significant planning challenges faced by mobile network operators 
(MNOs) in acquiring numerous small cell locations to ensure comprehensive 5G network coverage. Future research directions are 
also suggested to address these deployment challenges effectively. 
In their study, Y. H. Santana et al. explore advanced techniques for indoor 5G network planning, addressing the limitations of 
traditional path loss models [3]. They introduce a machine learning-based approach to approximate complex path loss models 
efficiently, integrating it into a Genetic Algorithm for network deployment. Their model, trained on two buildings and validated on 
three others, achieves a Mean Absolute Error below 3 dB. Results demonstrate its ability to optimize network deployment with 
reduced access points while meeting coverage requirements faster than heuristic methods. This approach also supports additional 
design criteria like optimal signal strength and RF exposure minimization, enhancing the robustness and efficiency of wireless 
network planning. 
"In their study on mobile network coverage prediction, Fauzi et al. explore the necessity for enhanced coverage and quality amidst 
increased digitalization and the 5G era. They evaluate six machine learning (ML) categories including Linear Regression, Artificial 
Neural Networks, and Gaussian Process Regression, to develop a reliable Received Signal Strength Prediction (RSRP) model [4]. 
Findings highlight Gaussian Process Regression as the most accurate, followed by Ensembles of Trees. Despite accuracy, 
consideration of speed and training times reveals Random Forest within Ensembles of Trees as optimal for practical RSRP 
predictions across varied frequencies and environments. This ML-driven approach promises significant utility in network analysis 
and optimization, addressing contemporary challenges in mobile communication planning. 
"In their paper 'Machine learning-based online coverage estimator (MLOE): Advancing mobile network planning and optimization,' 
Fauzi et al.  highlight the importance of high-performance mobile connectivity for both human and IoT applications. [5] They 
address limitations in current network planning techniques by introducing MLOE, a novel tool based on the Random Forest 
algorithm. MLOE uses seven unique features to predict mobile network performance, achieving superior results over traditional 
methods with an RMSE of 2.65 dB and an R^2 of 0.93. Deployed on MATLAB R Web App Server, MLOE offers a scalable 
solution to enhance mobile network planning efficiency." 
The paper explores the growing intersection of nature-inspired meta-heuristic algorithms and deep learning, highlighting their 
applications in diverse fields like machine vision, medical imaging, and autonomous systems. It reviews recent advancements, 
discusses optimization challenges, and outlines future research directions [6]. A new taxonomy categorizes these algorithms' roles in 
enhancing deep learning models, emphasizing untapped potential areas. Despite gradual growth in research, significant interest from 
both academia and industry is anticipated. This survey aims to foster collaboration between the nature-inspired algorithms and deep 
learning communities, paving the way for innovative synergies and further developments in the near future.     
    

III. PROPOSED SYSTEM 
 The proposed system leverages advanced machine learning techniques, including Stacking and Voting Classifiers, as well as 
Convolutional Neural Networks (CNN), to enhance the prediction accuracy of 5G coverage areas.          
By integrating these methods, the system aims to combine the strengths of individual models, resulting in a more robust and 
accurate prediction framework. This approach involves pre-processing the RF Signal Data, training the models on this data, and 
validating their performance.  
The comparative analysis will identify the optimal model or ensemble of models for practical application in 5G network 
optimization, ensuring efficient and reliable coverage prediction. 
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Fig 1: step by step process of algorithm 
 

IV. METHODOLOGY AND ALGORITHMS 
A. Stacking Classifier 
A stacking classifier is an ensemble learning technique that combines multiple base classifiers, leveraging their strengths to improve 
predictive performance. It operates in two stages: in the first stage, base classifiers independently make predictions on the input 
data. In the second stage, a meta-classifier (often a simple model like Logistic Regression or Decision Tree) uses these base 
classifiers' predictions as inputs to make the final prediction. This approach aims to capture diverse patterns in the data that 
individual classifiers might miss, thereby enhancing overall accuracy and robustness. Stacking is particularly effective when the 
base classifiers specialize in different aspects of the data or when they perform well on different subsets of the data. However, it 
requires careful tuning to optimize both the choice of base classifiers and the meta-classifier to achieve optimal results. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 2: workflow of stacking classifier 
 
B. Voting Classifier 
A Voting Classifier is a machine learning ensemble method that combines predictions from multiple individual models to improve 
overall accuracy and robustness. It aggregates the predictions of diverse base models, such as Support Vector Machines (SVMs), 
Decision Trees, and Logistic Regression, either by taking the mode of the predictions for classification tasks or averaging the 
probabilities for regression tasks. This approach leverages the wisdom of the crowd concept, where diverse models complement 
each other by capturing different aspects of the data. Voting can be hard, where the majority vote determines the final prediction, or 
soft, where probabilities are averaged. This method is particularly effective when individual models have varying strengths and 
weaknesses, leading to improved generalization and reduced overfitting.  
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Fig 3: Workflow of voting classifier 
 
 Voting classifiers are widely used in practice for  
their ability to enhance predictive performance across a range of machine learning applications. 
 
C. Convolutional Neural Networks 
Convolutional Neural Networks (CNNs) are a class of deep learning models specifically designed for processing structured grid-like 
data, such as images and videos. They are distinguished by their ability to automatically learn hierarchical representations of 
features directly from raw data. CNNs consist of layers that perform convolutions, pooling, and non-linear activation functions to 
progressively learn spatial hierarchies of features. The architecture typically includes convolutional layers that apply filters to input 
data, pooling layers to reduce dimensionality and control overfitting, and fully connected layers for classification or regression 
tasks. CNNs excel in tasks like image classification, object detection, and facial recognition, leveraging their ability to    capture 
spatial dependencies in data efficiently. Their widespread adoption in computer vision tasks is due to their effectiveness in learning 
meaningful representations from visual data, making them pivotal in modern applications ranging from autonomous driving to 
medical image analysis. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Fig 4: Mechamism of CNN 
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V. RESULT AND DISCUSSION 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 5: Comparison analysis of ML algorithms 
                                          
The Voting Classifier significantly outperforms all the traditional machine learning algorithms used for 5G coverage prediction. While 
conventional models such as SVM, KNN, Decision Tree, Random Forest, and Logistic Regression show accuracies ranging between 
82.1% and 89.5%, the Voting Classifier achieves an impressive accuracy of 99%. This highlights the effectiveness of the proposed 
hybrid model, which combines the strengths of multiple classifiers to deliver superior prediction performance. The ensemble nature of 
the Voting Classifier allows it to leverage diverse decision boundaries and reduce individual model biases, making it a robust choice for 
dominant feature-based 5G coverage prediction 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 6:5G coverage prediction 
 

VI. CONCLUSION 
In conclusion, this study has demonstrated the effectiveness of ensemble methods such as Stacking and Voting Classifiers, 
alongside Convolutional Neural Networks, in predicting 5G coverage. Through analysis of 27 parameters across diverse locations, 
including Frequency, Signal Strength, Modulation, and Bandwidth, we identified critical features influencing coverage efficacy. 
The findings highlight the importance of integrating multiple data modalities to enhance prediction accuracy, crucial for optimizing 
5G deployment strategies. By refining predictive models, this research contributes to more efficient network planning and 
management, offering valuable insights for future advancements in telecommunications infrastructure. 

Title Algorithm Accuracy 

5G Coverage 
prediction using 
ML model 

1.SVM 
2.KNN 
3.Decision Tree 
4.Random Forest 
5.Logistic 
Regression 

86.3 
82.1 
84.7 
89.5 
85.0 

AI 5G Exploring 
ML Models for 
Enhanced Coverage 
Prediction. 

Voting Classifier 99.0 
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VII. FUTURE ENHANCEMENTS 
Future research can focus on enhancing the predictive accuracy of 5G coverage models by integrating more granular spatial and 
temporal data. Incorporating real-time environmental factors such as weather conditions and urban density could provide deeper 
insights into network performance variability. Additionally, exploring adaptive learning techniques that dynamically adjust model 
parameters based on evolving network conditions could further optimize prediction efficacy. Furthermore, investigating the 
potential of hybrid models combining CNN with recurrent neural networks (RNNs) for capturing temporal dependencies in 
coverage patterns would be beneficial. These enhancements aim to refine 5G deployment strategies, ensuring robust network 
planning and management in diverse operational contexts. 
 

REFERENCES 
[1] C. Sudhamani, M. Roslee, J. J. Tiang, and A. U. Rehman, ‘‘A survey on 5G coverage improvement techniques: Issues and future challenges,’’ Sensors, vol. 23, 

no. 4, p. 2356, Feb. 2023, doi: 10.3390/s23042356. 
[2] M. M. Ahamed and S. Faruque, ‘‘5G network coverage planning and analysis of the deployment challenges,’’ Sensors, vol. 21, no. 19, p. 6608, Oct. 2021, doi: 

10.3390/s21196608. 
[3] Y. H. Santana, R. M. Alonso, G. G. Nieto, L. Martens, W. Joseph, and D. Plets, ‘‘Indoor genetic algorithm-based 5G network planning using a machine 

learning model for path loss estimation,’’ Appl. Sci., vol. 12, no. 8, p. 3923, Apr. 2022, doi: 10.3390/app12083923.  
[4] M. F. A. Fauzi, R. Nordin, N. F. Abdullah, and H. A. H. Alobaidy, ‘‘Mobile network coverage prediction based on supervised machine learning algorithms,’’ 

IEEE Access, vol. 10, pp. 55782–55793, 2022, doi: 10.1109/ACCESS.2022.3176619.  
[5] M. F. A. Fauzi, R. Nordin, N. F. Abdullah, H. A. H. Alobaidy, and M. Behjati, ‘‘Machine learning-based online coverage estimator (MLOE): Advancing 

mobile network planning and optimization,’’ IEEE Access, vol. 11, pp. 3096–3109, 2023, doi: 10.1109/ACCESS.2023.3234566.  
[6] H. Chiroma, A. Y. Gital, N. Rana, S. M. Abdulhamid, A. N. Muhammad, A. Y. Umar, and A. Abubakar, ‘‘Nature inspired meta-heuristic algorithms for deep 

learning: Recent progress and novel perspective,’’ in Advances in Computer Vision, K. Arai and S. Kapoor, Eds. Cham, Switzerland: Springer, 2020, pp. 59–
70. 

[7] 2018 ITU Kaleidoscope Machine Learning for a 5G Future (ITU K), IEEE Staff, Piscataway, NJ, USA, 2018. 
[8] M. Soltani, V. Pourahmadi, A. Mirzaei, and H. Sheikhzadeh, ‘‘Deep learning-based channel estimation,’’ IEEE Commun. Lett., vol. 23, no. 4, pp. 652–655, 

Apr. 2019, doi: 10.1109/LCOMM.2019.2898944.  
[9] T. Gruber, S. Cammerer, J. Hoydis, and S. T. Brink, ‘‘On deep learningbased channel decoding,’’ in Proc. 51st Annu. Conf. Inf. Sci. Syst. (CISS), 2017, pp. 1–

6, doi: 10.1109/CISS.2017.7926071.  
[10] H. Ye, G. Y. Li, and B.-H. Juang, ‘‘Power of deep learning for channel estimation and signal detection in OFDM systems,’’ IEEE Wireless Commun. Lett., vol. 

7, no. 1, pp. 114–117, Feb. 2018, doi: 10.1109/LWC.2017.2757490.  
[11] Khan, M. Q., Gaber, A., Parvini, M., Schulz, P., & Fettweis, G. (2023). A Low-Complexity Machine Learning Design for mmWave Beam Prediction. arXiv. 

DOI: 10.48550/arXiv.2310.19323 
[12] Shi, Y., Lian, L., Wang, Z., Fu, L., Bai, L., Zhang, Y., Zhang, J., & Zhang, W. (2023). Machine Learning for Large-Scale Optimization in 6G Wireless 

Networks. arXiv. DOI: 10.48550/arXiv.2301.03377 
[13] Almasan, P., Suárez-Varela, J., Lutu, A., Cabellos-Aparicio, A., & Barlet-Ros, P. (2023). Enhancing 5G Radio Planning with Graph Representations and Deep 

Learning. arXiv. DOI: 10.48550/arXiv.2309.03603 
[14] Perifanis, V., Pavlidis, N., Koutsiamanis, R.-A., & Efraimidis, P. S. (2022). Federated Learning for 5G Base Station Traffic Forecasting.arXiv. 

DOI: 10.48550/arXiv.2211.15220 
[15] Yuliana, H., Iskandar, & Hendrawan. (2024). Comparative Analysis of Machine Learning Algorithms for 5G Coverage Prediction: Identification of Dominant 

Feature Parameters and Prediction Accuracy. IEEE Access, 12, 18939–18956. DOI: 10.1109/ACCESS.2024.3361403 

 



 


