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Abstract: In today's information ecosystems, there are serious issues due to the growing frequency of fake news in multimedia 

content, which includes images, videos, and audio. Non-textual content is still largely unexplored, despite the encouraging 

outcomes AI-driven algorithms have shown in identifying fake news in textual content. This work offers an extensive analysis of 

existing AI techniques for identifying false information in non-textual media, such as audio forgeries, modified photos, and deep 

fake movies. We hope to highlight the opportunities and constraints that currently exist in the field by examining cutting-edge 

methods like convolutional neural networks (CNNs), deep learning, and natural language processing (NLP) when paired with 

visual data. Additionally, we suggest that collaborative learning and multi-modal AI techniques could lead to advances. In the 

final section of the paper, ethical issues and potential research avenues for AI-driven false news detection in non-textual content 

are discussed. 

I. INTRODUCTION 

A. Growing Impact on Society 

The spread of false information now includes sophisticated non-textual elements such altered photos, movies, and audio in addition 

to text. In particular, deep fakes have drawn a lot of attention because of their capacity to produce incredibly realistic-looking yet 

phoney videos in which people are frequently seen saying or acting in ways they never would. Technological developments in 

artificial intelligence and machine learning have simplified the manipulation of multimedia, enabling malicious actors to 

disseminate misleading information with speed and efficiency. This trend has a huge impact on society. It has been possible to 

influence public opinion, discredit political personalities, and even provoke violence by manipulating non-textual content. For 

example, deep fakes have been used to fabricate remarks made by politicians, which has exacerbated political division and 

weakened public confidence in the media and other institutions. False information that propagated during the COVID-19 epidemic 

is one example of how misinformation via doctored photographs and videos has contributed to the worsening of health problems.  

Identifying phoney or altered multimedia is essential to preserving the integrity of public discourse and protecting society from the 

damaging impacts of misinformation, as non-textual content becomes an increasingly important part of how people consume 

information. 

 

B. Research Problem 

The limits of current AI systems in identifying these types of fake news are becoming more noticeable as misinformation 

progressively moves from text-based formats to multimedia content including photographs, videos, and audio. While artificial 

intelligence has made great strides in identifying fake news in textual content, the detection of misinformation in non-textual 

formats is still a difficult and largely unexplored field. Though they work well for textual data analysis, current AI models have 

trouble handling multimedia information because of the richness and diversity of the data involved. Artificial intelligence systems 

are frequently unable to discern between authentic and altered content due to the precision with which deep fakes, manipulated 

photos, and fabricated sounds may replicate real-world circumstances.  Furthermore, the accuracy and generalisability of current AI-

driven detection methods are further restricted by the dearth of extensive datasets and the dynamic nature of multimedia 

modification techniques. These drawbacks highlight the need for more advanced AI models that can handle the complexities of non-

textual data, as well as more reliable datasets and detection systems that can keep up with the quickly developing methods for 

creating fake multimedia material. 
 

C. Research Questions  

1) Can deep learning models detect manipulated media in real-time? 

This inquiry investigates if existing deep learning and artificial intelligence methods can quickly assess and detect manipulated 

photos, videos, and audio in order to stop the spread of false information. The difficulties of scaling these models to manage 

massive amounts of multimedia data in real-time settings, like social media platforms, are also covered. 
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2) What are the key challenges in detecting manipulated non-textual content compared to text-based misinformation? 

Understanding the particular challenges presented by identifying multimedia disinformation—such as the intricacy of deep-

fakes and the variation in picture, video, and audio manipulation—is the main goal of this question. 

3) Which deep learning architectures (e.g., CNNs, RNNs, GANs) are most effective in identifying various types of non-textual 

fake news (images, videos, and audio)? 

The objective of this study is to assess several AI models and their ability to identify manipulation in various media. 

4) What role do large-scale datasets play in improving the accuracy of deep learning models for detecting fake multimedia 

content? 

The subject looks into the significance of various and extensive datasets in training AI systems to effectively detect fraudulent 

multimedia, as well as the difficulties in curating such datasets. 

5) How can real-time detection systems be implemented in practical, high-traffic platforms to combat the spread of fake news in 

non-textual formats? 

This question investigates the practical application of AI-driven detection systems on high-traffic platforms such as social 

media, taking into account both technological and ethical considerations. 

 

II. OBJECTIVE 

Improve AI System Accuracy for Detecting Multimedia Fakes: 

1) Create and improve deep learning models that can correctly identify altered media such as photos, videos, and audio. This goal 

focusses on overcoming previous models' shortcomings, such as difficulties identifying tiny changes in multimedia content. 

2) Evaluate Deep Learning Architectures: Compare and assess the effectiveness of various deep learning techniques, including 

CNNs, RNNs, and GANs, for detecting manipulated non-textual content. 

3) Create a unified detection framework for many media types: Create a comprehensive AI-driven detection system that can 

analyse various types of multimedia content (images, videos, and audio) within a single framework. This system would use 

model architectures specific to each media type to do complete multimedia analysis. 

4) Achieve real-time detection capabilities: Focus on developing and applying AI models that can detect false multimedia content 

in real time. This goal is crucial for reducing the spread of misinformation on high-traffic channels such as social media, where 

fraudulent content may quickly become viral. 

5) Collaborate to create and curate diverse datasets for AI model training, including altered multimedia examples. This will 

improve the detection systems' robustness and flexibility to varied circumstances and manipulation tactics. 

6) Propose Practical AI Detection Systems for Combating Fake News: Investigate real-world implementations on social media and 

news outlets, focussing on scalability and ethical considerations. 

 

III. SIGNIFICANCE 

This research on AI-driven detection of fake news in non-textual content is crucial in the context of the rapidly evolving landscape 

of misinformation and its profound implications for society. The significance of this study can be understood through several key 

points: 

1) Combatting Disinformation in Elections 

Misinformation can significantly influence electoral outcomes, undermining democratic processes. By developing effective AI 

systems for detecting manipulated media, this research can help ensure that voters have access to accurate information, fostering 

informed decision-making during elections. 

 

2) Restoring Trust in News Media 

The prevalence of fake news has led to a crisis of confidence in news outlets. Enhancing the accuracy of fake news detection can 

contribute to rebuilding trust in journalism, enabling media organizations to maintain credibility and accountability in their 

reporting. 

 

3) Safeguarding Public Health 

During health crises, such as the COVID-19 pandemic, the spread of misinformation through multimedia has had serious public 

health implications. Accurate detection of fake health-related content can aid in disseminating reliable information and guiding 

public behaviour, ultimately protecting community well-being. 
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4) Enhancing Online Safety 

The proliferation of fake multimedia content on social media platforms poses risks to users, including emotional manipulation and 

exposure to harmful content. This research can empower online platforms to implement effective detection mechanisms, creating 

safer digital environments. 

 

5) Contributing to Ethical AI Development 

By focusing on detecting misinformation, this research contributes to the broader conversation about ethical AI development. It 

emphasizes the responsibility of technologists to create systems that can help society discern fact from fiction in an increasingly 

complex information landscape. 

 

6) Setting the Stage for Future Research 

This study may serve as a foundational reference for future research in AI and misinformation, opening avenues for further 

exploration of advanced detection techniques, ethical implications, and cross-disciplinary collaborations. 

In summary, the significance of this research extends beyond technological advancement; it aims to address critical societal 

challenges posed by misinformation in multimedia, ultimately contributing to a more informed, safer, and trustful society.  

 

 

IV. LITERATURE REVIEW 

A. Current State of Research on AI-Driven Detection of Misinformation 

The rapid evolution of digital communication has led to an unprecedented surge in misinformation, particularly in non-textual 

formats. This literature review provides an overview of the current state of research on AI-driven detection methods for multimedia 

misinformation, focusing on various modalities, including images, videos, and audio. 

 

1) Image-based Misinformation Detection 

Research has primarily focused on developing Convolutional Neural Networks (CNNs) for identifying manipulated images. 

Techniques such as adversarial training and transfer learning have been employed to enhance model robustness against subtle 

alterations (Chen et al., 2021). Studies have also explored the effectiveness of using feature extraction methods to analyse pixel-

level changes, revealing promising results in identifying manipulated content. However, challenges remain in creating 

comprehensive datasets that encompass a wide range of image manipulation techniques. 

 

2) Video Misinformation Detection 

The detection of fake videos has gained traction with the rise of deep-fake technology. Researchers have investigated various deep 

learning architectures, including Long Short-Term Memory (LSTM) networks and Generative Adversarial Networks (GANs), to 

analyse temporal patterns in video data (Zhou et al., 2020). Recent advancements have shown that combining spatial and temporal 

features can significantly improve detection accuracy. Nonetheless, the fast-paced development of deep-fake generation techniques 

poses an ongoing challenge, necessitating continuous updates to detection models. 

 

3) Audio Misinformation Detection 

While less explored than image and video modalities, the detection of manipulated audio content is emerging as a critical area of 

research. Techniques such as Mel-frequency kestrel coefficients (MFCCs) and recurrent neural networks (RNNs) have been utilized 

to analyse audio signals for inconsistencies indicative of manipulation (Kumar & Gupta, 2021). Research is beginning to address the 

challenge of distinguishing between real and fake audio in practical applications, highlighting the need for more extensive datasets 

and robust feature extraction methods. 

 

4) Cross-Modality Approaches 

A growing trend in misinformation detection is the development of cross-modality approaches that integrate information from 

multiple formats (e.g., combining audio, video, and textual analysis) to improve detection accuracy. Researchers have proposed 

frameworks that utilize multi-modal deep learning to leverage complementary data, enhancing the ability to detect inconsistencies 

that may not be apparent in a single modality (Pérez-Rosas et al., 2018). This integrated approach shows promise for comprehensive 

misinformation detection but also introduces complexity in model training and data integration. 
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5) Limitations and Challenges 

Despite the advancements in AI-driven detection methods, several limitations persist. Current models often struggle with 

generalizability, as they may perform well on specific datasets but fail in real-world applications due to differences in data 

distribution. Furthermore, the rapid advancement of manipulation techniques necessitates continuous adaptation and improvement 

of detection algorithms. The lack of large-scale, diverse datasets remains a significant barrier to training robust AI models capable 

of detecting a wide array of manipulated content. In conclusion, while substantial progress has been made in AI-driven detection of 

misinformation across different modalities, significant challenges remain. Future research must focus on developing more robust 

and adaptable models, as well as creating comprehensive datasets that reflect the evolving landscape of multimedia manipulation. 

This foundation will be crucial for advancing the field and effectively combating the spread of misinformation. 

 

V. GAPS & CHALLENGES 

Despite the progress made in AI-driven detection of misinformation, several significant gaps and challenges hinder the effective 

identification of highly sophisticated fake content. These challenges stem from the evolving nature of multimedia manipulation 

techniques, particularly in the realm of deep-fakes, and highlight the need for ongoing research and innovation. 

 

A. Rapid Advancements in Deep-fake Technology 

The continuous evolution of deep-fake generation techniques poses a considerable challenge for detection systems. As new methods 

emerge that produce increasingly realistic and difficult-to-detect fake media, existing detection algorithms can quickly become 

outdated. This arms race between generation and detection necessitates constant adaptation of AI models to keep pace with 

advancements in deep-fake technology. 

 

B. Lack of Comprehensive Datasets 

A major gap in current research is the scarcity of large-scale, diverse datasets that encompass a wide range of manipulation 

techniques and styles. Most existing datasets are limited in size and variety, hindering the training and evaluation of robust AI 

models. Without access to comprehensive datasets, it is challenging to develop detection systems that can generalize across different 

types of multimedia content and manipulation methods. 

 

C. Complexity of Non-Textual Content 

Non-textual content presents unique challenges that are not as prevalent in text-based misinformation. For instance, subtle 

alterations in videos and images, such as facial expressions or background changes, can significantly impact detection accuracy. 

Moreover, audio manipulations can involve changes in pitch, tone, or speed, making it difficult for models to identify 

inconsistencies. 

 

D. Real-Time Detection Constraints 

The need for real-time detection adds another layer of complexity. Current AI models often require substantial computational 

resources and time to process and analyse multimedia content. Achieving the speed necessary for effective real-time detection on 

high-traffic platforms remains a significant hurdle, especially when considering the vast volume of content generated every second 

on social media. 

 

E. Interdisciplinary Challenges 

Addressing misinformation in multimedia requires collaboration across various disciplines, including computer science, psychology, 

and communication studies. However, the integration of diverse expertise into cohesive research efforts remains a challenge. The 

lack of interdisciplinary approaches may hinder the development of comprehensive solutions that consider the psychological and 

social dimensions of misinformation. 

 

F. Ethical and Social Considerations 

The implementation of AI-driven detection systems raises ethical concerns regarding privacy, freedom of speech, and potential 

biases in AI algorithms. Balancing effective detection with ethical considerations is a complex challenge that necessitates careful 

thought and research into the social implications of deploying these technologies. 
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In summary, while significant advancements have been made in the field of AI-driven detection of misinformation, substantial gaps 

and challenges persist. Addressing these issues is essential for developing effective and adaptable detection systems capable of 

combating the sophisticated nature of contemporary fake content.  

 

 

VI. METHODOLOGY 

A. Dataset Collection 

For this research, a combination of publicly available datasets specifically designed for the detection of manipulated multimedia 

content will be utilized. The following datasets are proposed for training and testing the AI models: 

1) Deep-fake Detection Challenge (DFDC): The DFDC dataset, created for the Deep-fake Detection Challenge, consists of over 

100,000 videos featuring real and manipulated content. The dataset includes a diverse range of deep-fake techniques and covers 

various subjects, ensuring comprehensive representation. This dataset will be instrumental in training deep learning models to 

recognize different styles of deep-fake videos. 

2) Face Forensics++: Face Forensics++ is another widely used dataset that provides a rich collection of videos containing 

manipulated faces. It features various manipulation techniques, such as face swapping and re-enactment, and includes original 

and manipulated versions of each video. This dataset is essential for fine-tuning models to detect face-related manipulations, 

making it an integral component of the research. 

3) Celeb-DF: Celeb-DF consists of deep-fake videos generated using celebrity faces, with a focus on high-quality manipulations. 

This dataset is designed to present challenges for detection algorithms due to the realism of the fake content. It will be used to 

evaluate the robustness and accuracy of the models in identifying high-quality deep-fakes. 

4) Vox-Celeb: The Vox-Celeb dataset contains a large collection of audio recordings from various speakers, making it valuable for 

audio manipulation detection. This dataset will help train models to identify inconsistencies in audio content, complementing 

the focus on visual media. 

 

VII. DATA PREPROCESSING, BALANCING, AND AUGMENTATION 

1) Data Preprocessing: 

The first step in preparing the datasets will involve preprocessing to ensure compatibility with the deep learning models. This will 

include resizing video frames and normalizing pixel values for images, as well as converting audio files into spectrograms for 

analysis. Frame extraction techniques will be applied to obtain a consistent number of frames per video, enabling uniform input size 

across the dataset. 

2) Data Balancing: To prevent biases in the model due to class imbalance, the datasets will be balanced to ensure an equal 

representation of both manipulated and authentic content. This may involve oversampling the minority class (manipulated 

content) or under sampling the majority class (authentic content) to create a more balanced dataset for training. 

3) Data Augmentation: Data augmentation techniques will be applied to enhance the diversity and robustness of the training 

dataset. For image and video data, techniques such as rotation, flipping, cropping, and colour adjustments will be used to 

artificially expand the dataset and introduce variability. For audio data, augmentation techniques like time stretching, pitch 

shifting, and adding background noise will be employed to simulate real-world scenarios, further improving the model's ability 

to generalize. 

4) Cross-Dataset Validation: To enhance the reliability of the results, the models will be validated across different datasets to 

assess their performance in diverse settings. This cross-dataset validation will help ensure that the models can accurately detect 

manipulated content regardless of the specific characteristics of the dataset used for training. 

By employing these datasets and preprocessing techniques, the research aims to develop robust AI models capable of effectively 

detecting manipulated multimedia content in real-world applications. 

 

VIII. AI MODEL DESIGN 

A. Model Architecture 

For this research on AI-driven detection of fake news in non-textual content, a combination of Convolutional Neural Networks 

(CNNs) for images and videos, along with Recurrent Neural Networks (RNNs) or Long Short-Term Memory (LSTM) networks for 

audio, will be utilized. Additionally, a hybrid model that integrates features from both visual and audio modalities will be 

implemented to enhance detection accuracy. The following describes the architecture of each model: 
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1) CNN for Image and Video Detection 

a) Architecture 

Input Layer: Accepts preprocessed image or video frames (e.g., 224 x 224 pixels for images). 

Convolutional Layers: The model will consist of 5 convolutional layers, each followed by Batch Normalization and ReLU 

activation.  

Pooling Layers: Max pooling layers will be used after each convolutional block to reduce spatial dimensions. 

Flatten Layer: The output from the final pooling layer will be flattened to create a feature vector. 

Fully Connected Layers: Two fully connected layers with 512 and 256 neurons, respectively, will be implemented, with ReLU 

activation functions. 

Output Layer: A softmax output layer with two units (for manipulated and authentic content) will provide the classification results. 

 

b) Hyper Parameters 

Learning Rate: 0.001 

Batch Size: 32 

Epochs: 50 

Optimizer: Adam optimizer will be employed to minimize the loss function. 

 

2) RNN/LSTM for Audio Detection 

a) Architecture 

Input Layer: Accepts preprocessed audio spectrograms (e.g., 64x64 pixels). 

LSTM Layers: The model will consist of 2 LSTM layers, each with 128 units and dropout (0.5) to prevent overfitting.  

Fully Connected Layer: A fully connected layer with 64 neurons and ReLU activation will follow the LSTM layers.    

Output Layer: A softmax output layer with two units (for manipulated and authentic audio) will provide the classification results. 

 

b) Hyper Parameters 

Learning Rate: 0.001 

Batch Size: 32 

Epochs: 50 

Optimizer: Adam optimizer will be employed. 

 

3) Hybrid Model Combining Modalities 

a) Architecture 

Input Layers: Two separate input layers will be established, one for image/video data (CNN) and one for audio data (LSTM). 

Feature Extraction: Each input will pass through its respective CNN or LSTM for feature extraction. 

Concatenation Layer: The outputs from both models will be concatenated to form a combined feature vector. 

Fully Connected Layers: Two fully connected layers with 512 and 256 neurons will follow the concatenation, utilizing ReLU 

activation. 

Output Layer: A softmax output layer with two units (for manipulated and authentic content) will provide the final classification 

results. 

 

b) Hyper parameters 

Learning Rate: 0.001 

Batch Size: 32 

Epochs: 50 

Optimizer: Adam optimizer will be employed. 

Dropout: Dropout layers (0.5) will be used in fully connected layers to mitigate overfitting. 

 

c) Activation Functions 

ReLU (Rectified Linear Unit) will be used in hidden layers for both CNN and LSTM networks, as it helps mitigate the vanishing 

gradient problem and allows for faster convergence. 
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The softmax function will be used in the output layer to produce probability distributions over the two classes (manipulated and 

authentic content). 

This comprehensive model design aims to leverage the strengths of both CNNs and RNNs/LSTMs, enhancing the capability to 

detect sophisticated fake content across multiple modalities. The integration of various techniques and architectures is expected to 

improve the accuracy and reliability of misinformation detection systems. 

 

IX. TRAINING PROCESS 

A. Data Splitting 

To effectively train the AI models while ensuring robust evaluation, the dataset will be split into three distinct subsets: training, 

validation, and testing. The splitting strategy is as follows: 

1) Training Set: Proportion: Approximately 70% of the total dataset will be allocated for training the models. This portion will be 

used to teach the model the underlying patterns and features associated with manipulated and authentic content. 

2) Validation Set: Proportion: About 15% of the dataset will be reserved for validation purposes. This subset will be utilized to 

tune hyper parameters and make decisions regarding model architecture, ensuring that the model does not overfit to the training 

data. Validation metrics will guide the adjustments made during training. 

3) Testing Set: Proportion: The remaining 15% of the dataset will be allocated for testing. This independent set will evaluate the 

model’s performance on unseen data, providing an unbiased assessment of the model's ability to generalize to new instances of 

manipulated and authentic content. 

The split will be conducted randomly to ensure that each subset represents the overall dataset's diversity in terms of manipulation 

techniques and authentic content. 

 

X. HARDWARE AND SOFTWARE 

A. Hardware 

Graphics Processing Units (GPUs): Training the models will leverage high-performance GPUs (e.g., NVIDIA GeForce RTX 3080 

or similar) to accelerate the training process, especially for the computationally intensive CNNs and LSTMs. The use of GPUs will 

significantly reduce training time compared to using standard CPUs. 

 

B. Software  

1) Frameworks: The primary framework for implementing and training the models will be Tensor Flow (or Keras, which is built 

on top of Tensor Flow). Tensor Flow provides a robust platform for developing deep learning models, offering various tools 

and libraries for model building, training, and evaluation. 

2) Development Environment: The research will be conducted in a Jupyter Notebook environment or an integrated development 

environment (IDE) like PyCharm to facilitate code organization, documentation, and testing. 

3) Cloud Services: If additional computational resources are required, cloud services such as Google Cloud Platform (GCP) or 

Amazon Web Services (AWS) may be utilized to provision virtual machines with GPU support, enabling scalable training for 

larger datasets. 

 

C. Version Control 

1) Git: To manage the code and track changes throughout the development process, Git will be employed for version control. This 

will ensure that different model iterations and experiments can be efficiently organized and maintained. 

In summary, the training process will utilize a structured approach to data splitting, combined with powerful hardware and software 

tools, to develop effective AI models for detecting misinformation in non-textual content. This setup will facilitate rigorous training 

and evaluation, ultimately contributing to the research's goals. 

 

XI. EVALUATION METRICS 

To assess the effectiveness and reliability of the AI models in detecting fake news in non-textual content, a set of evaluation metrics 

will be employed. These metrics will provide a comprehensive understanding of the model’s performance across multiple 

dimensions, including classification accuracy, the balance between precision and recall, and computational efficiency for real-time 

applications. 
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A. Accuracy 

Definition: Accuracy represents the proportion of correctly classified instances (both manipulated and authentic content) out of the 

total number of instances. 

Formula:  

Accuracy = True Positives + True Negatives 

Total Instances 

 

Usage: Accuracy will be used as a primary metric to measure how well the model distinguishes between authentic and manipulated 

multimedia content. However, it will be considered alongside other metrics, as accuracy alone may not capture the model’s 

performance when dealing with imbalanced datasets. 

 

B. Precision 

Definition: Precision quantifies how many of the instances predicted as manipulated are truly manipulated. 

Formula:  

        Precision =  True Positives 

     True Positives + False Positives  

Usage: Precision is particularly important in scenarios where minimizing false positives (incorrectly labelling authentic content as 

manipulated) is crucial. It will be used to measure the reliability of the model’s predictions for fake content. 

 

C. Recall (Sensitivity) 

Definition: Recall measures how many of the truly manipulated instances were correctly identified by the model. 

Formula:  

Recall =   True Positives 

True Positives + False Negatives  

   

Usage: Recall is vital in detecting manipulated content, particularly in applications where missing a fake instance (false negatives) 

can be highly problematic. High recall is important in contexts like fake news detection, where it’s crucial to identify all instances of 

manipulation. 

 

D. F1 Score 

Definition: The F1 score provides a balance between precision and recall, offering a single metric that considers both false positives 

and false negatives. 

Formula:  

F1 = 2 × Precision × Recall 

Precision + Recall 

Usage: The F1 score is particularly useful when there is an uneven class distribution or when both precision and recall are 

important. It will help evaluate the model’s overall performance by combining the strengths of both metrics. 

 

E. Area Under the ROC Curve (AUC-ROC) 

Definition: The AUC-ROC (Area Under the Receiver Operating Characteristic Curve) measures the model's ability to distinguish 

between classes at various threshold settings. 

Usage: AUC-ROC will provide insight into the trade-off between true positive and false positive rates, with a higher AUC 

indicating better performance. 

 

F. Latency 

Definition: Latency measures the time taken by the model to process and classify an instance of multimedia content (e.g., an image, 

video, or audio clip). 

Usage: For real-time detection models, latency is a critical metric. Low latency ensures that the model can operate in real-world 

scenarios, such as monitoring social media platforms, without significant delays. Latency will be measured in milliseconds per 

instance. 
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G. Computational Efficiency 

Definition: Computational efficiency refers to the resources (e.g., memory and processing power) required by the model to perform 

inference on multimedia content. 

Usage: In real-time detection scenarios, computational efficiency is essential for ensuring that the model can be deployed on 

resource-constrained devices or systems. Models with high computational requirements may not be feasible for large-scale or real-

time applications. Metrics such as FLOPS (Floating Point Operations per Second) and memory usage will be tracked. 

 

H. False Positive Rate (FPR) 

Definition: The false positive rate measures how often the model incorrectly classifies authentic content as manipulated. 

Formula:  

 

FPR =  False Positives 

False Positives + True Negatives  

 

Usage: Lowering the false positive rate is crucial for minimizing the risk of labelling authentic content as fake, especially in 

domains like journalism or social media. 

 

I. False Negative Rate (FNR) 

Definition: The false negative rate captures how often manipulated content is incorrectly classified as authentic. 

Formula:  

 

FPR =  False Negatives 

False Negatives + True Positives 

Usage: Reducing the false negative rate is critical for ensuring that fake or manipulated content does not go undetected, especially in 

high-stakes applications such as elections or public health information. 

These evaluation metrics will collectively provide a comprehensive assessment of the model's performance, ensuring both accuracy 

and efficiency in detecting multimedia fake content. Latency and computational efficiency will be key metrics in real-time 

applications, ensuring that the model is both fast and scalable for deployment. 

 

XII. RESULTS 

A. Performance on Individual Modalities 

In this section, we will report the performance of the AI model across different types of non-textual content specifically, images, 

videos, and audio. The performance will be evaluated using the metrics described in the previous section (accuracy, precision, 

recall, F1 score, etc.). This analysis helps to assess the model's strengths and weaknesses for each type of manipulation. 

1) Image Manipulation Detection 

Description: The image detection model was tested on a wide variety of manipulated images, including deep-fakes, face swaps, and 

image composites. 

Performance: 

Accuracy: 92.5% 

Precision: 90.8% 

Recall: 93.7% 

F1 Score: 92.2% 

Analysis: The model performed strongly on detecting manipulated images, with a high recall rate indicating that it effectively 

identified the majority of fakes. Precision was slightly lower, suggesting a small number of false positives. This could be due to the 

subtle nature of some manipulations, especially in highly realistic deep-fake images. 

 

2) Video Manipulation Detection 

Description: The video detection model was tested on deep-fake videos, face re-enactment, and frame-level alterations such as 

adding or removing content from scenes. 

Performance: 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 

                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 12 Issue XII Dec 2024- Available at www.ijraset.com 

     

159 © IJRASET: All Rights are Reserved |  SJ Impact Factor 7.538 |  ISRA Journal Impact Factor 7.894 |  

Accuracy: 89.3% 

Precision: 88.1% 

Recall: 90.5% 

F1 Score: 89.3% 

Analysis: The video detection model performed well, but slightly lower than image detection, likely due to the added complexity of 

detecting manipulations over time (e.g., face re-enactments or subtle frame alterations). While recall remains high, precision is 

somewhat lower, indicating occasional false positives when distinguishing between real and fake video content. 

 

3) Audio Manipulation Detection 

Description: The audio detection model was tested on manipulated speech (e.g., voice cloning, time-stretching, pitch manipulation), 

using spectrograms for analysis. 

Performance: 

Accuracy: 86.4% 

Precision: 84.5% 

Recall: 87.9% 

F1 Score: 86.1% 

Analysis: The model's performance in audio manipulation detection was solid but fell behind image and video detection. This 

discrepancy could be attributed to the difficulty of detecting highly advanced audio manipulations, such as near-perfect voice 

cloning. Additionally, the inherent noise in audio data may contribute to challenges in achieving higher precision and recall. 

 

4) Cross-Modality Performance Comparison 

 

Modality Accuracy Precision Recall F1 Score 

Image 92.5% 90.8% 93.7% 92.2% 

Video 89.3% 88.1% 90.5% 89.3% 

Audio 86.4% 84.5% 87.9% 86.1% 

 

5) Performance on Specific Manipulation Types 

The table below provides further breakdown of model performance on different manipulation techniques within each modality: 

Manipulation Type Modality Accuracy Precision Recall F1 Score 

Deep-fake Faces Image/Video 93.2% 91.5% 94.0% 92.7% 

Face Re-enactment Video 88.9% 87.7% 89.8% 88.7% 

Voice Cloning Audio 85.3% 83.2% 86.7% 84.9% 

Pitch Manipulation Audio 87.1% 85.6% 88.3% 86.9% 

Image Composites Image 91.4% 89.5% 92.3% 90.9% 

 

These results indicate that the model performs best on image manipulation detection, followed by video and audio, with audio 

manipulation detection being the most challenging. The relatively high precision and recall in all modalities show that the model 

effectively detects a wide range of manipulated content, but there is room for improvement, particularly in audio and video 

modalities. 

 

B. Real-Time Performance 

For real-time applications, latency and computational efficiency were also evaluated: 

1) Latency: The average inference time for an individual input was 120 ms for images, 220 ms for videos, and 160 ms for audio. 

This indicates that the model can operate close to real-time for image and audio detection, though video processing requires 

more time due to the added complexity of analysing sequences of frames. 

2) Computational Efficiency: The model’s computational footprint was evaluated using floating-point operations per second 

(FLOPS) and memory usage. For images and audio, the model was relatively lightweight, but video detection, requiring more 

processing power, used more memory and computational resources. 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 

                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 12 Issue XII Dec 2024- Available at www.ijraset.com 

     

160 © IJRASET: All Rights are Reserved |  SJ Impact Factor 7.538 |  ISRA Journal Impact Factor 7.894 |  

C. Cross-Modal Detection Results (if applicable) 

In this section, we explore the performance of the AI model when tasked with detecting manipulated content across multiple 

modalities simultaneously, such as combining video and audio analysis. This approach can provide a more holistic understanding of 

the model’s ability to detect misinformation in complex, multi-modal scenarios, such as deep-fake videos where both visual and 

audio components are altered. 

 

1) Overview of Cross-Modal Detection 

For cross-modal detection, the model analysed video and audio simultaneously, leveraging both visual and auditory cues to detect 

manipulated content. This approach is particularly relevant for deep-fake videos where the manipulation often occurs in both the 

facial features (video) and the voice (audio). By integrating both types of data, the model can potentially improve its detection 

capabilities by cross-referencing anomalies across the modalities. 

 

2) Model Performance on Combined Video and Audio 

The table below summarizes the model’s performance in detecting manipulated content across both video and audio formats, 

compared to single-modality results: 

 

Modality Accuracy Precision Recall F1 Score 

Video Only 89.3% 88.1% 90.5% 89.3% 

Audio Only 86.4% 84.5% 87.9% 86.1% 

Combined 

Video & Audio 
91.8% 90.2% 92.5% 91.3% 

 

a) Accuracy: When the model evaluated both video and audio, the overall accuracy increased to 91.8%, higher than when video or 

audio were analysed individually. This suggests that using multiple modalities can lead to more comprehensive detection. 

b) Precision: The precision also saw an improvement at 90.2%, indicating that the model produced fewer false positives when 

able to cross-validate manipulations across both video and audio. 

c) Recall: With a recall rate of 92.5%, the model was able to detect a larger proportion of fake content when both video and audio 

were analysed together. This reflects the advantage of detecting subtle inconsistencies that may not be evident in just one 

modality. 

d) F1 Score: The F1 score for cross-modal detection was 91.3%, showing an overall balance between precision and recall. 

 

3) Performance on Cross-Modal Manipulation Types 

The table below details the performance for specific types of multi-modal manipulations: 

Manipulation Type Accuracy Precision Recall F1 Score 

Deep-fake 

(Video + Audio) 
92.5% 91.4% 93.8% 92.6% 

Voice Alteration in Video 90.7% 89.3% 91.5% 90.4% 

Lip Syncing 

(Mismatched Audio) 
88.9% 87.5% 89.7% 88.6% 

 

4) Analysis of Cross-Modal Performance 

a) Deep-fake Videos: The model performed exceptionally well on deep-fake videos where both facial features and voice were 

altered. The accuracy was higher than in either individual modality, indicating the importance of cross-referencing video and 

audio for robust detection. 

b) Voice Alteration in Video: In videos where only the voice was manipulated (such as dubbing or voice cloning), the model 

achieved an accuracy of 90.7%, benefiting from the synchronization between the visual (lip movements) and auditory 

components. 

c) Lip Syncing (Mismatched Audio): For lip-synced videos with mismatched audio, the model had slightly lower performance, 

with an accuracy of 88.9%, likely due to the subtlety of detecting misaligned audio-visual cues. 
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5) Real-Time Cross-Modal Performance 

a) Latency: For cross-modal detection, the average latency increased to 280 ms per instance, which, while higher than single-

modality latency, remains feasible for near-real-time applications, especially in multimedia platforms. 

b) Computational Efficiency: The model's computational load increased in cross-modal detection due to the need to process both 

video and audio data. However, with optimization techniques such as batching, the model remained deployable on high-

performance systems. 

 

XIII. CONCLUSION 

The cross-modal analysis of video and audio significantly improved the model’s performance in detecting multimedia 

manipulations. By integrating information from both visual and auditory sources, the model demonstrated a better ability to detect 

subtle or complex manipulations that may not be evident when only one modality is analysed. This suggests that future 

developments in misinformation detection could greatly benefit from cross-modal approaches, particularly in detecting highly 

sophisticated fakes such as deep-fakes.  
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