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Abstract: As we see on global arena most of the political leaders focus us on how to reduce carbon prints and make the planet a 

safer place to breathe. Though the focus on reducing pollution we hardly have technologies which focusses on reducing 

pollution, while reducing pollution is one aspect identifying source of pollution is another important aspect. Even though we 

intent to reduce pollution we still see there is lot of shortcomings. We intend to focus on how pollutants vary over a period of 

time and if there is any seasonal pattern, We also look forward to vary pollutants to see which pollutants causes variation in 

particle matter i.e Pm2.5 and Pm10. SARIMA modelling is used which mainly focuses on decomposing the data and giving the 

residual details. The RMSE is 10.97 which shows the model is efficient enough to predict the pollutants and particulate matter  
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I.      INTRODUCTION 

In 2010 for example, a loss of 0.65 million healthy years and more than 0.62 million premature deaths in India were attributed to 

outdoor air pollution [1]. A very thorough study [2] done by the Global Burden of Diseases study published in 2017 showed that 4.2 

million deaths were attributed to the influence of air pollution in 2015 out of which, 1.2 million were in India. There has been a 

deadly effect on the lives of people, and due to this, there is a need for accurate monitoring and reasoning about environmental 

phenomena and to find out effective measures to combat the damage caused by air pollution. A way to improve the understanding of 

how air pollution behaves throughout time is by applying prediction mechanisms. Monitoring and predicting the environment, 

specifically air pollution levels, is mostly done using extensive sensor networks, which are part of a greater paradigm of cyber-

physical systems implemented nowadays. To tackle the Air Quality (AQ) monitoring and prediction a combination of IoT networks, 

contextaware concepts and machine learning techniques can be applied. In this work we combine these areas to prove that 

improvement can be achieved over other conventional approaches 

Environmental monitoring data can be described by multivariate time series compliances generated from geo-located monitoring 

stations. For our scenario, urban air quality monitoring data is obtained from monitoring stations in the city which consist of many air 

pollutant concentration values (such as fine particles, carbon monoxide, sulphur dioxide, nitrogen oxides zone, etc),. To discuss on 

pollutants, Adverse health impacts from exposure to outdoor air pollutants are complicated functions of pollutant compositions and 

concentrations.  Major outdoor air pollutants in cities include ozone (O3), particle matter (PM), sulphur dioxide (SO2), carbon 

monoxide (CO), nitrogen oxides (NOx), volatile organic compounds (VOCs), pesticides, and metals, among others. According to the 

report from the American Lung Association [10], 10 parts per billion (ppb) increase in the O3 mixing ratio might cause over 3700 

premature deaths annually in the United States (U.S.). Meteorological conditions, including regional and synoptic meteorology, are 

critical in determining the air pollutant concentrations [14–19]. In the study by Holloway et al. [20], the O3 concentration over 

Chicago was found to be most sensitive to air temperature, wind speed and direction, relative humidity, incoming solar radiation, and 

cloud cover. Humidity is connected with air pollution, the higher humidity, the higher the concentration in air pollution. Because 

various particle compositions and their interactions with light were found to be the most important factors in attenuating visibility, 

low visibility could be an indicator of high PM concentrations. In the formation of air pollution, some clouds absorb solar radiation 

(e.g., O3). Therefore, these important meteorological variables were selected to predict air pollutant variation with time in our work. 

Our work , we focus on refined modelling for predicting hourly air pollutant concentrations on the basis of historical metrological 

data and air pollution data. A striking difference between this work and the previous works is that we emphasize how to regularize the 

model in order to improve its generalization performance and how to learn a complex regularized model from big data. Also with the 

current situation such as COVID we have understood that forecasting has huge dependencies on variabilities, So we have proposed a 

model to predict the pollutant content in case of linear variability of pollutants as well as random variation of pollutants, with the 

focus to see what happens if certain pollutants were limited or varied linearly to the particulate matter.  
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The other reason for proposing the methodology is to understand by controlling the particular type of pollutant keeping in mind the 

climatic variation how pollution can be controlled. The output would provide us the insight of which industry pollutants could impact 

in the pollution. Finally to sum up our objective most of the former machine learning works on air pollutant prediction did not 

consider the Pollutants how that influences pollution and also looked only into  similarities between the models and only focused on 

improving the model performance for a single task, that is, improving prediction performance for each hour either separately or 

identically. Therefore, we decided to use meteorological and pollutant data to perform predictions of hourly concentrations on the 

basis of ARIMA   models. Hence we would focus on time series prediction of pollutants with the capacity of producing results for 

hourly, 3 hours, 7 hours, 1 day, 7 days prediction for all the pollutants and the Particulate matter. We also try to look into linear and 

random variabilities in the pollutants to understand the variation in Particulate matter. To the best of our knowledge, this is the first 

work that has utilized ARIMA based modelling for the air pollutant prediction task. This Study used analytical approaches and 

optimization techniques to obtain the optimal solutions. The model’s evaluation metric is the root-mean-squared error (RMSE). To 

present the use case of our project , lets consider a scenario where the city of Melbourne, Victoria in Australia has been keeping track 

of its AQ levels throughout the past 10 years, with many sensors scattered across many districts of the megalopolis. The usual 

information consists of meteorological factors (such as temperature, humidity, wind speed and direction, amongst others) and air 

pollutants (such as Particle Matter under 2.5 µm of diameter (PM2.5), Carbon Monoxide (CO), Nitrogen Dioxide (NO2), etc). These 

historical datasets can be used to predict future AQ levels to a certain degree of accuracy, but they cannot handle high sudden peaks of 

pollution or reduction in pollution occurring due to abnormal phenomena, like sudden high vehicle traffic peaks in highways, or a 

sudden bushfire outbreak or pandemic like Corona making zero traffic.     

     

II.      LITERATURE SURVEY  

Voukantsis et al. (2007) propose a methodology to compare the meteorological data and air quality for predicting the air pollutants of 

interest in the urban areas based on computational intelligence methods, principal component analysis and artificial neural networks. 
They formulated a hybrid scheme of linear regression and ANN models for developing air quality forecasting models. Gulliver et al. 

(2011) proposed an air pollution model to forecast annual and Kalapanidas et al. [21] elaborated effects on air pollution only from 

meteorological features such as temperature, wind, precipitation, solar radiation, and humidity and classified air pollution into 

different levels in the system.  Ni, X.Y.; Huang [22] compared multiple statistical models on the basis of PM2.5 data around Beijing, 

and their results implied that linear regression models can in some cases be better than the other models. MTL focuses on learning 

multiple tasks that have commonalities  Shweta Taneja et al[23], proposed paper of Predicting Trends in Air Pollution in Delhi using 

Data Mining. In this Paper, They have used time series analysis method for analysing the pollution trends in Delhi and predicting 

about the future. The time series method includes Multilayer Perceptron and Linear Regression In Springer (2018) Paper, Air 

Pollution Prediction Using Extreme Learning Machine, it was a case study on Delhi ELM-based prediction was found to have greater 

accuracy than the existing [24] .Azid et al[25]. used principal component analysis (PCA)   to analyse the major components affecting 

air quality and to predict the air pollutant concentration by the predictive ability of neural network. 

 

III.      METHODOLOGY 

This study uses Time series data which is a sequential set of data points arranged in a chronological order. It is usually measured over 

successive times. It has a set of vectors which is x(t), t = 0,1,2,3,4, and so on. Here, T is the time that has been elapsed. The time 

series which has a single variable is called as univariate time series. The time series which has a more than one variable is called as 

multivariate time series. A time series can be continuous or discrete. As we go through our data it falls under discrete observation.   A 

time series in general is supposed to be affected by four main components which are: Trend, Cyclical, Seasonal and Irregular 

components. The cyclical variation repeats in cycles. The duration of a cycle extends over longer period of time, usually two or more 

years. Most of the   time series show some kind of cyclical variation.   Schematically a typical business cycle can be shown in figure 1  

 
Figure 1:Data Flow in Timeseries 
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Irregular or random variations in a time series are caused by unpredictable influences, which are not regular and also do not repeat 

in a particular pattern; which can be caused by floods, war, etc. There is no defined statistical technique for measuring random 

fluctuations in a time series. The models time series is Multiplicative (Eq1) and Additive models (Eq2) 

Y(t) = T(t)× S(t)×C(t)× I(t)                           - (1) 

Y(t) = T(t) + S(t) + C(t) + I(t)                       - (2) 

 

Y(t is the observation and ) T(t , ) S(t , ) C(t ) I(t )are respectively the trend, seasonal, cyclical and irregular variation at time .t. For 

the Time series, In the multiplicative model, it is assumed that four components are not necessarily independent and they can affect 

each other but in additive model it is assumed that they are independent. To visualize the basic pattern of the data, usually a time 

series is represented by a graph, where the observations are plotted against corresponding time. Below we show  time series plots in 

Fig 2 

 
Figure 2: Timeseries Plot 

 

In, time series model there are two models that are widely used, which is called Autoregressive (AR) and Moving Average (MA) 

models.  

This study uses models such as Autoregressive Moving Average (ARMA) and Autoregressive Integrated Moving Average 

(ARIMA). The model that generalizes ARMA and ARIMA, is called as Autoregressive Fractionally Integrated Moving Average 

(ARFIMA).  Seasonal Autoregressive Integrated Moving Average (SARIMA) model is used for seasonal forecasting of the time 

series. ARIMA expects data that is either not seasonal or has the seasonal component removed and it has three new hyperparameters 

to specify the autoregression (AR), differencing (I) and moving average (MA) for the seasonal component of the series, as well as 

an additional parameter for the period of the seasonality The autoregressive component of the ARIMA model is denoted by AR(p); 

where p is called as the  parameter which enables the number of lagged series, it also includes variables like seasonality and 

exogenous- which is very poweful. 

   - (3) 

Increasing the p parameter means going back and adding more timestamps adjusted by their own multipliers and we have to use 

Moving average (MA9(q)).Since the ARIMA model assumes that the time series is stationary, we cannot use it for Air pollution as 

it changes seasonally 

 
 

IV.      RESULTS 

The below section has the results discussed, The below plot in figure 3 , shows the variation of data with respect to particulate matter 

and time . If we observe the data there is a seasonal trend which can be seen, there is a peak and dip in pollution  

 
Figure 3:Seasonal Trend 
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The model SARIMA has been trained and the regression result for both the PM particle is shown in Figure 4 and Figure 5, On 

training the model has seen a RMSE value of 10.97 which iterates there could be a variation of (+/-) 10.97 in the predicted value .As 

we are looking at the AQI index of pollution this is under an acceptable limit  and hence the model can be used to predict variation .  

 
Figure 4:Regression for PM2.5 

 

 
Figure 5: Regression for PM10 

 

 
Figure 6: Actual vs Predicted Value 

 

Figure 6 shows how there is a data trend in Actual value and predicted value, As we see the output graph both values are almost 

overlapping. This shows us the model is able to give a accurate result  

 

V.      CONCLUSION 

With the available data we have included seasonal parameter and combined it with regression model to get the expected pollutants, 

further this model also helps us to identify which pollutant can control the particulate matter. Future as a enhanced scope we can use  

real time information to predict the variability in parameter and hence give more accurate AQI index which has a offset of less than 

15 minutes . 
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