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Abstract: Researchers and engineers working in the disciplines of data mining and machine learning have difficulties while 
analysing high-dimensional data. A dimension reduction method called feature selection is used to pick characteristics that are 
pertinent to machine learning tasks. Improving the efficiency of machine learning algorithms, hastening the learning process, 
and creating basic models all depend critically on reducing the size of the dataset by removing superfluous and useless 
information. Numerous feature selection techniques have been put forth in the literature to find the pertinent feature or feature 
subsets in order to accomplish the goals of clustering and classification. The purpose of this study is to review the state of the art 
for these methods. 
 

I.      INTRODUCTION 
With the rapid development of modern technology, tremendous new computer and internet applications have generated large 
amounts of data at an unprecedented speed, such as video, photo, text, voice, and data obtained from social relations and the rise of 
the Internet of things and cloud computing. These data often have the characteristics of high dimensions, which poses a high 
challenge for data analysis and decision-making. Feature selection has been proven in both theory and practice effective in 
processing high-dimensional data and in enhancing learning efficiency [1–3]. 
The amount of high-dimensional data that exists and is publically available on the internet has greatly increased in the past few 
years. Therefore, machine learning methods have difficulty in dealing with the large number of input features, which is posing an 
interesting challenge for researchers. In order to use machine learning methods effectively, pre-processing of the data is essential. 
Feature selection is one of the most frequent and important techniques in data pre-processing, and has become an indispensable 
component of the machine learning process [4]. 
Feature selection is referred to the process of obtaining a subset from an original feature set according to certain feature selection 
criterion, which selects the relevant features of the dataset. It plays a role in compressing the data processing scale, where the 
redundant and irrelevant features are removed.  
Feature selection technique can pre-process learning algorithms, and good feature selection results can improve learning accuracy, 
reduce learning time, and simplify learning results [5–7]. 
In the process of feature selection, irrelevant and redundant features or noise in the data may be hinder in many situations, because 
they are not relevant and important with respect to the class concept such as microarray data analysis [8]. When the number of 
samples is much less than the features, then machine learning gets particularly difficult, because the search space will be sparsely 
populated. Therefore, the model will not able to differentiate accurately between noise and relevant data [9]. There are two major 
approaches to feature selection. The first is Individual Evaluation, and the second is Subset Evaluation. Ranking of the features is 
known as Individual Evaluation [10]. 
Feature selection, which has been a research topic in methodology and practice for decades, is used in many fields, such as image 
recognition [11–15], image retrieval [16–18], text mining [19–21], intrusion detection [22–24], bioinformatic data analysis [25–32], 
fault diagnosis [33–35], and so on.  
According to the theoretical principle, feature selection methods can be based on statistics [36–40], information theory [41–46], 
manifold [47–49], and rough set [50–54] 
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Fig 1. A Framework for feature selection 

 
II.      FEATURE SELECTION 

Feature selection is the process of selecting relevant features, or a candidate subset of features. The evaluation criteria are used for 
getting an optimal feature subset. In high-dimensional data (number of samples << number of features), finding the optimal feature 
subset is a difficult task [55]. 
Let the original set of features and be an evaluation criterion to be maximized (optimized) and defined as  L: A’⊆ A->R. The 
candidate subset of features can be considered under the following considerations [56]: 
1) Let IAI = m & |A’|=n, then,L(A’) is ,maximized, where m>n and A’⊂ A. 
2) Set a threshold θ such that L(A’) > θ; to find a subset of the feature with the smallest number (m>n). 
3) Finding the optimization function L(A’) with optimal feature subsets |A’|. 

Table 1. General algorithm for feature selection 
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III.      TYPES OF FEATURE SELECTION 
To achieve superior results in machine learning, a well-prepared and high-quality input dataset is required. In order to train our 
model and facilitate its improved learning, we gather a vast amount of data. The dataset typically includes some usable data mixed 
together with irrelevant and noisy data. Furthermore, the massive volume of data slows down the model's training process, and the 
model may not forecast or perform effectively if it contains noise and irrelevant data. Therefore, it is imperative to exclude these 
noises and less significant data from the dataset. To do this, feature selection techniques are applied. 

 
Fig 2. Types of feature selection 

 
The goal of feature selection techniques in machine learning is to find the best set of features that allows one to build optimized 
models of studied phenomena. 
The techniques for feature selection in machine learning can be broadly classified into the following categories: 
1) Supervised Techniques: These techniques can be used for labeled data and to identify the relevant features for increasing the 

efficiency of supervised models like classification and regression. For Example- linear regression, decision tree, SVM, etc. 
2) Unsupervised Techniques: These techniques can be used for unlabeled data. For Example- K-Means Clustering, Principal 

Component Analysis, Hierarchical Clustering, etc. 
 
A. Filter Methods 
Filter methods pick up the intrinsic properties of the features measured via univariate statistics instead of cross-validation 
performance. These methods are faster and less computationally expensive than wrapper methods. When dealing with high-
dimensional data, it is computationally cheaper to use filter methods. 
1) Information Gain: Information gain determines the reduction in entropy while transforming the dataset. It can be used as a 

feature selection technique by calculating the information gain of each variable with respect to the target variable. 
2) Chi-square Test: Chi-square test is a technique to determine the relationship between the categorical variables. The chi-square 

value is calculated between each feature and the target variable, and the desired number of features with the best chi-square 
value is selected. 

3) Fisher's Score: Fisher's score is one of the popular supervised technique of features selection. It returns the rank of the variable 
on the fisher's criteria in descending order. Then we can select the variables with a large fisher's score. 

4) Missing Value Ratio: The value of the missing value ratio can be used for evaluating the feature set against the threshold value. 
The formula for obtaining the missing value ratio is the number of missing values in each column divided by the total number 
of observations. The variable is having more than the threshold value can be dropped. 
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B. Wrapper Methods 
1) Wrappers require some method to search the space of all possible subsets of features, assessing their quality by learning and 

evaluating a classifier with that feature subset. The feature selection process is based on a specific machine learning algorithm 
we are trying to fit on a given dataset. It follows a greedy search approach by evaluating all the possible combinations of 
features against the evaluation criterion. The wrapper methods usually result in better predictive accuracy than filter methods. 

2) Forward Feature Selection: This is an iterative method wherein we start with the performing features against the target features. 
Next, we select another variable that gives the best performance in combination with the first selected variable. This process 
continues until the present criterion is achieved. 

3) Backward Feature Elimination: This method works exactly opposite to the Forward Feature Selection method. Here, we start 
with all the features available and build a model. Next, we the variable from the model, which gives the best evaluation measure 
value. This process is continued until the preset criterion is achieved. 

4) Exhaustive Feature Selection: This is the most robust feature selection method covered so far. This is a brute-force evaluation 
of each feature subset. This means it tries every possible combination of the variables and returns the best-performing subset. 

5) Recursive Feature Elimination: Given an external estimator that assigns weights to features (e.g., the coefficients of a linear 
model), the goal of recursive feature elimination (RFE) is to select features by recursively considering smaller and smaller sets 
of features. First, the estimator is trained on the initial set of features, and each feature’s importance is obtained either through a 
coef_ attribute or a feature_importances_attribute.Then, the least important features are pruned from the current set of features. 
That procedure is recursively repeated on the pruned set until the desired number of features to select is eventually reached. 

 
C. Embedded Methods 
These methods encompass the benefits of both the wrapper and filter methods by including interactions of features but also 
maintaining reasonable computational costs. Embedded methods are iterative in the sense that takes care of each iteration of the 
model training process and carefully extract those features which contribute the most to the training for a particular iteration. 

 
Table 1: List of some common selection algorithms 

 
 

IV.      CONCLUSION 
The literature on feature selection and feature selection stability is reviewed in the current study. High-dimensional dataset problems 
have spurred interest in dimension, or data, reduction techniques such as feature selection. Because of this, a wide range of feature 
selection strategies have been developed over time. Selecting the right method is essential to the feature selection process because 
these techniques employ various strategies to select pertinent features. Numerous studies have demonstrated how removing 
superfluous and unnecessary features enhances both the quality of the data analysis and the efficiency of machine learning 
algorithms. However, choosing the best feature set is not always possible, especially when features are closely related, and feature 
selection further complicates the learning process. 
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The models constructed using the feature subsets that selection algorithms choose, as well as their stability, define the quality of 
those algorithms. The robustness, or insensitivity, of the selection algorithm to small alterations in the training set is referred to as 
stability. Repetitive outcomes are produced by stable feature selection techniques. Because unstable algorithms mislead users in 
choosing the resulting subset of attributes and erode their trust in the algorithm and analysis process, the stability of the selection 
algorithm is a critical concern. 
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