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Abstract: The traditional purpose of synthesis aims at timing closure, but in modern design flows, tools often require multiple 
iterative adjustments to achieve optimal results due to the complexity of designs with multimillions of placeable objects. Logic 
synthesis, the process of generating optimized logic-level representations from high-level descriptions, plays a crucial role in 
high-performance microprocessors and microcontrollers design methodologies, especially with the rapid advances in integrated 
circuit technology and increasing design complexity, with a focus on achieving timing convergence.   
 This paper discusses the challenges and improvements (methodologies) associated with synthesis and placement in the context 
of modern chip design. The experimental results presented in this paper suggest an approach that creates an efficient design 
flow, eliminating placement and synthesis iterations, leading to timing improvements. 
 This paper discusses the different approaches that have been used to achieve an operating frequency of 1.2Ghz with minimal 
power & area for a CPU Sub-system. Logical Synthesis has been carried out using Synopsys Design Compiler (DC) while the 
PnR implementation tool is Cadence Innovus. Using different strategies and automations, the complete synthesis to placement 
cycle has been reduced leading to a more robust flow for best PPA. This approach includes Register cloning, Data path 
optimization, Pipelining and Placement aware synthesis approach. 
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I. INTRODUCTION 
This paper discusses the challenges and complexities associated with logical and physical synthesis in the design of 
microcontrollers/microprocessors. Physical synthesis is characterized as a runtime-intensive and iterative process that needs the 
collaboration of various strategies and algorithms. The main challenge is apprehended by the increase in design sizes from millions 
to potentially tens of millions of placeable objects. 
This paper discusses the various ideas that help in the direction of timing closure that are accountable for both the run time and the 
quality of results (QoR).  
The ideas (strategies) presented in this paper are oriented to achieve faster timing convergence and improved quality of results.  
The presented logical and physical synthesis compile strategies focus on the effectiveness of the approach in achieving improved 
timing performance. 
  
A. Overview of Strategies/Methodologies 
Synthesis operates simultaneously in logic, timing, placement, and routing domains, replacing iterative processes for 
manufacturable designs. In the context of synthesis, the traditional goal is to achieve timing closure by creating a placed design that 
meets specified timing requirements, while satisfying various constraints. However, the synthesis tools often require multiple 
iterations by the design team to improve solutions, impacting design productivity. 
The integrated logic/physical synthesis flow begins with traditional logic synthesis steps like logic restructuring and technology 
mapping. The technology-mapped design then undergoes global placement, aiming to minimize total wire length while addressing 
objectives such as congestion mitigation. Following this, physical location optimization focuses on timing-critical regions, assuming 
the presence of ideal buffer trees. 
The paper presented discusses the approach taken to enhance the efficiency of the synthesis process in microprocessors and 
microcontroller design. However, the paper also emphasizes the need for estimating and optimizing physical design effects at earlier 
stages in the design flow at earlier. This suggests a recognition of evolving challenges and the importance of continuous exploration 
of more advanced strategies to enhance the overall efficiency and quality of microprocessors and microcontroller designs.  
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B. Reason 
There has always been a prerequisite to achieve timing closure with Zero Wire-Load model (ZWL). The ZWL model serves as the 
starting point in the design process, meeting the timing specifications at this stage becomes significantly challenging and if the 
timing requirements are not achieved at this stage, it becomes unlikely to achieve timing at the (PnR) physical design 
implementation stage. This ZWL model is extremely optimistic because of the significant increase in the wire delays in modern chip 
designs, so before proceeding to perform physical synthesis, the designers are highly recommended to follow a more pessimistic 
approach which assures that meeting the timing requirements is robust, accounting for significant delays that are ignored in 
optimistic approach. 
Design Details have been Captured as below.  

Design Details 
Config ARM Cortex CPU 
Process TSMC 12FFC  

Libraries/Memories Arm IPTSMC 12 FFC  
SVT/LVT/ULVT 

 
PVT Corners Setup: RC Max: ssgnp/0.81v/125c 

Setup & Power: TT/0.99v/125c 
Hold: RC Min: ffgnp/0.99v/n40c 

Target Operating frequency 1.5 GHz 
 

II. DIFFERENT COMPILE STRATEGIES 
 

 
Fig.1. Different Compile Strategies 

A. Path Groups  
Path groups play a crucial role in the synthesis process within the VLSI design flow. Path groups are used to identify and analyze 
specific paths or groups of paths within a design, mainly focusing on the critical paths for timing analysis and optimization. The 
critical path is the longest path in the circuit, and it’s timing directly affects the overall performance of the design. Path groups 
significantly identifies and analyzes critical paths in the design. Path groups help in efficiently managing and optimizing the timing 
characteristics of specific paths, ensuring that the design meets the required timing constraints. Path groups definition in the 
synthesis process offers a targeted approach to critical path analysis, timing closure, incremental optimization and debugging. They 
play a crucial role in ensuring that the synthesized design meets the desired performance. 
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B. Smart-gen Option 
The physical design tools offer various options and settings to control the synthesis process, optimize the design for performance, 
area, and power, and ensure that the final netlist meets the specified design constraints. This command helps in the Datapath 
synthesis of the design, controls the strategies used when generating the data path cell for arithmetic and shift operators. The timing 
path in design consists of a lot of adders/multipliers and other arithmetic operators needed for data manipulation. The logical depth 
in such designs can be a nightmare for achieving desired frequency. To reduce logic depth in critical paths we used, below 
commands: 
-optimize for speed - Supplies a specific optimization goal for the specified cells. This option overrides the default optimization 
goals for the specified cell or cells. 
When the smart generation options are specified without an object list, the specified options are automatically applied to the entire 
design through all levels of hierarchy regardless of the use of -hierarchy option. 
 
 
 
 
 
C. Ungrouping 
Ungrouping refers to the process of breaking apart or separating previously grouped elements or structures within the design.  
Ungrouping is performed when certain analysis and optimizations need to be applied selectively to specific portions of the design 
hierarchy. Ungrouping allows the synthesis tool to apply optimizations more precisely to individual elements or small groups, likely 
resulting in better performance. 
Designers may select to ungroup elements strategically to achieve desired results in terms of (PPA) power, performance, and area 
efficiency. 

 
 
D. Vt flavors 
The selection and utilization of different Vt flavors is one of the most important strategies used in the optimization process in the 
synthesis stage. With the usage of different Vt flavors, designers can balance power consumption and performance based on the 
timing requirements of different sections of the design. 
LVT cells (High-performance Vt flavor) that are often used in the critical paths where speed/performance is essential. 
HVT cells (Low-power Vt flavor) or SVT cells (Medium-performance Vt flavor) may be used in the non-critical paths to optimize 
power without affecting the overall design performance. 
Different Vt flavors also help in optimizing the physical area occupied by the design. Different VT flavors were used based on Low 
Leakage and High Performance. Below Chart show the Leakage Vs the Performance for the different VT Flavors and Cells chosen 
was based on this : 
 

create_auto_path_groups -mode mapped -exclude IO 
proc_auto_weights -wns -nvp 

set_dp_smartgen_options -optimize_for speed 
compile_ultra -no_autoungroup -
no_seq_output_inversion -gate_clock -scan 
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E. Optimize Registers 
 Optimize registers option used in the synthesis process typically refers to the optimization techniques applied to registers within the 
design to improve (PPA)timing, power, or area.  
Synthesis tool performs various techniques such as logic restructuring and technology mapping, including register balancing and 
retiming, to achieve better timing closure. 
The optimization of registers often helps in adjusting the clock-to-q delays and setup/hold times to meet timing requirements. 
The register optimization option also uses various techniques such as clock gating or power gating to reduce dynamic power 
consumption. Below are the commands used: 
 
 
 
 
 
 
F. Synthesis for Critical Paths/Modules 
There are potential challenges and limitations related to the critical path optimization in the microprocessor and microcontroller 
designs. Critical path optimization helps in identifying and isolating the poor-performing paths. It is acknowledged that despite the 
various efforts made in the direction of critical path optimization, there are chances of timing violations. These violations are related 
to specific paths present in the design that are not able to meet the tight timing constraints. In such cases, the best results can be 
obtained through physical synthesis, as it provides the designer with further scope for iterations and refinement, still there will be 
considerable number of paths that are not able to meet their timing targets.  
 
G. Register Cloning 
Register cloning creates additional copies or instances of registers present within the design follows an incremental approach which 
in turn helps in achieving specific optimization goals related to (PPA) requirements. Register cloning can be applied to critical paths 
that helps in the reduction of clock-to-q delays as it creates multiple instances of registers along a critical path, with this designer 
also has the flexibility to add pipeline stages, helps in improving the design performance. By the introduction of additional registers, 
the overall area of the design is also impacted. 

 
 
 
 
 

set_optimize_registers -check_design -verbose -
print_critical_loop -justification_effort high 
compile_ultra -no_autoungroup -
no_seq_output_inversion -gate_clock -scan -retime 
 

set_register_replication -max_fanout 6  
-include_fanout_logic U123 {REG1 REG2 REG3 
REG4} 
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III. RESULTS 
Multiple Experiments were Carried out to achieve the best PPA, out which Best progressive 4 experiments with options used are 
presented as below: 

 
 
 

 
 
Leakage Recovery has been a part of all the experiments, and it was targeted to be achieved in final iteration.  
 
Run Time Summary is bit impacted, yet not to higher to achieve the desired PPA: 
 

 
 

IV. CONCLUSION 
The strategies and approach discussed in this paper aim to minimize the number of iterations, resulting in significant timing 
improvements. The paper highlights the extensive utilization of different logical and physical synthesis techniques, emphasizing the 
significance of integrating synthesis within the design process. The methodologies presented are recognized as a crucial factor in 
achieving optimized results for high-performance microprocessors and microcontroller designs. The recognition of this need 
suggests an acknowledgment of evolving challenges in microcontroller design and the importance of proactive strategies to address 
issues related to physical design considerations. 
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