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Abstract: Cloud computing has revolutionized the IT sector as physical infrastructure dependence is minimized, but the energy-
consuming nature of the large-scale data center has led to electricity being a critical issue. The recent dynamism in electricity 
prices makes the effective management of resources in cloud environment more difficult. In a bid to resolve this problem, this 
paper suggests an improved machine learning model on the problem of electricity price prediction and efficient allocation of 
resources using Extreme Gradient Boosting (XGBoost). The model is also created to enhance the location of data and 
scheduling of nodes that decreases the use of energy and operational costs. An actual dataset used to evaluate it is of the 
Independent Electricity System Operator (IESO), Ontario, Canada, where data are divided into 70 percent of training and 30 
percent of testing. The experimental findings prove that the suggested method provides correct prediction of electricity prices and 
allows cloud data centers to schedule their activities energy-consciously. This makes cloud computing infrastructures more 
sustainable, cost-efficient and environmentally friendly. 
Keywords: Cloud Computing, Energy Consuming, Extreme Gradient Boosting (XGBoost), Independent Electricity System 
Operator (IESO). 
 

I. INTRODUCTION 
The electricity has emerged as an important operating element of cloud computing where huge data centers use huge amounts of 
energy in order to satisfy increasing computation needs.  
The increase in the use of cloud-based services in the industry has increased this dependence thus electricity pricing forms an 
important factor in operational efficiency and sustainability. As the rates of electricity vary with frequency among regions, cloud 
service providers are undergoing mounting resource planning, workload scheduling, and cost enhancement problems. Subsequently, 
effective electricity price prediction becomes essential towards the provision of sustainable, energy efficient and cost effective cloud 
computing architecture. 
Machine learning (ML) algorithms, specifically, state-of-the-art models like Extreme Gradient Boosting (XGBoost), have become 
strong instruments of electricity price pattern analysis and forecasting future price changes. These models can give accurate 
information about the dynamics in the market by using real-life data, including the data of the Independent Electricity System 
Operator (IESO) of Ontario, Canada. This kind of predictive ability allows smart scheduling of resources and efficient data 
placement plans in data centers, ultimately less energy is used and increases the sustainability. 
 
A. Important Concepts and Definitions 
1) Cloud Computing: Service characterized by an on-demand access to shared computing services in which one does not have to 

make an investment in physical infrastructure. 
2) Electricity Price Forecasting: This is the application of statistical and ML methods to forecast the price of future electricity, 

which is beneficial in cost optimization and operational planning. 
3) Extreme Gradient Boosting (XGBoost): It is a scalable and efficient machine learning system which applies gradient-boosted 

decision trees to provide high predictive accuracy. 
4) Node Scheduling and Data Placement: Cloud environment techniques of the efficient distribution of the workload and storage 

across the servers in order to ensure a reduction in the energy consumption. 
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5) Independent Electricity System Operator (IESO): The electricity supply and demand authority of Ontario, Canada, whose data 
sets are used to give real-life electricity market patterns. 
 

B. Importance of the Problem 
Data center operational expenses are heavily comprised of electricity costs which are usually more than hardware investments and 
maintenance costs. Cloud providers face the risk of incurring erratic costs and diminished competitiveness with electricity markets 
being highly volatile.  
Having correct forecasts on electricity prices allows the providers to dynamically allocate resources, redistribute workloads, and 
strategize on the energy procurement plans. This guarantees financial savings as well as environmental gain through carbon 
emissions through overconsumption of energy. 
 
C. Cloud Computing Applications 
1) Cost Optimization: A capability to allow cloud operators to control the cost of electricity by matching workloads with the 

period of expected low tariffs. 
2) Energy Efficiency: Maximizing efficiency through scheduling of nodes and location of storage depending on the electricity 

price trends. 
3) Sustainability: Sponsoring green computing through reducing the use of unnecessary energy. 
4) Scalability: Being able to allow the cloud providers to make plans in case of future expansions whilst being able to control 

costs. 
 
D. Problem Statement 
Despite the fact that there are a number of methods of electricity price prediction, non-linear patterns in electricity markets that are 
highly volatile sometimes cannot be well predicted using traditional statistical models (e.g., ARIMA, regression models). The 
forecasting techniques required by the cloud computing environment are to be both precise and fast. This study addresses the gap 
currently in the literature by implementing an improved XGBoost model to the prediction of electricity prices and proving its 
usefulness in optimization of cloud data centers operations. 
 
E. Work Additions of the Current Study 
1) Deployment of an XGBoost based electricity price forecasting model based on real world IESO data. 
2) Use of the model in optimal resource distribution, such as scheduling of nodes and placement of data in cloud data centers. 
3) Forecasting performance Assessment of forecasting performance based on a 70:30 training:testing split, which guaranteed 

reliability and accuracy. 
4) Evidence of the possible lowered energy usage and operation expense in cloud computing. 
 
F. Organization of the Paper 
The rest of the paper is laid in the following way: Section 2 gives the literature review of the electricity price forecasting techniques 
and cloud computing energy optimization. Section 3 describes the motivation of the research and objectives. Section 4 presents the 
methodology, which is comprised of data preprocessing, design of XGBoost model, and optimization approaches. The fifth section 
is devoted to the discussion of the experimental results, such as accuracy measures and performance analysis. Section 6 ends up 
with implications, limitations and future research directions. The references are provided in section 7. 
 

II. LITERATURE SURVEY 
In this section, we will discuss that there are some papers already published on the same concept and I was able to extract best 
papers out of a great number of papers and identified the problem gap of each paper. The below Table 1 clearly explains the 
methods which are used related to electricity price forecasting in cloud computing, the datasets employed, key findings in each 
paper, and the problem gaps identified. 
The table 1 defines the detailed literature survey what we did and identified the problem gaps from several recent articles which are 
published related to current work. 
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Table 1. Represents the Literature Survey 
Ref/Cited no Author(s), Year Method/Approach Dataset Used Key Findings Problem Gap 

Identified 
[1] Hong et al., 2019 ARIMA & ANN 

hybrid 
ISO-NE dataset Improved short-

term price 
prediction 

Limited 
generalization 
across regions 

[2] Lago et al., 2021 Review of price 
forecasting models 

Multiple datasets Comprehensive 
summary of ML 
methods 

Survey only, no 
implementation 

[3] Nowotarski & 
Weron, 2018 

Ensemble methods Nord Pool data High accuracy for 
day-ahead 
forecasting 

Computationally 
intensive 

[4] Zhang et al., 
2020 

Deep Learning 
LSTM 

China electricity 
market 

Captured 
temporal 
dependencies 

Sensitive to 
parameter tuning 

[5] Chen et al., 2021 XGBoost-based 
forecasting 

Ontario IESO High prediction 
accuracy 

Did not address 
scheduling in 
cloud 

[6] Gonzalez et al., 
2022 

Hybrid CNN-RNN Spanish 
electricity data 

Effective for non-
linear patterns 

Dataset imbalance 
issues 

[7] Kumar et al., 
2023 

Transformer model Indian electricity 
market 

Better 
generalization 
with attention 

High 
computational 
demand 

[8] Lee et al., 2024 Probabilistic 
forecasting 

Korean market 
data 

Provided 
uncertainty 
estimation 

Complex to deploy 
in real-time 

[9] Ahmed et al., 
2022 

SVM regression Ontario IESO Moderate 
accuracy, easy to 
interpret 

Not suitable for 
big data scenarios 

[10] Wang et al., 
2025 

Graph Neural 
Networks (GNN) 

European market Captured spatial-
temporal patterns 

Expensive 
training, scalability 
issues 

 
Table 1 of the comparative literature survey presented here provides a final summary explanation that correlates all the identified 
contributions, findings, and gaps in the problems across all references. In summary, the literature survey demonstrates that 
electricity price forecasting has evolved from traditional statistical models (e.g., ARIMA) to more advanced machine learning and 
deep learning frameworks (e.g., LSTM, XGBoost, transformers, and GNNs). Early studies such as Hong et al. [1] used hybrid 
ARIMA-ANN approaches which improved short-term forecasting but lacked scalability. Later, ensemble and deep learning  
methods, including LSTM by Zhang et al. [4], showed significant performance improvements by capturing temporal dependencies, 
though they were sensitive to tuning. Recent works like Kumar et al. [7] employed transformer models, achieving strong 
generalization but with higher computational costs. Similarly, Wang et al. [10] introduced Graph Neural Networks to capture 
spatial-temporal dependencies, though training overhead limited practical deployment. 
 
A. Cross-cutting Problem Gaps Identified Include 
1) Generalization across different electricity markets and datasets. 
2) Real-time efficiency: advanced deep learning methods often require high computational resources. 
3) Dataset imbalance: some models are tested on limited or region-specific datasets. 
4) Integration into cloud computing: while forecasting methods are accurate, few explicitly integrate electricity price predictions 

into cloud data center resource scheduling and optimization. 
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Therefore, the current work addresses these gaps by proposing an enhanced XGBoost model applied to electricity price forecasting, 
with a direct application to cloud computing resource optimization and sustainability. 
 

III. CURRENT WORK AND MOTIVATION 
A. Research Motivation 
Cloud computing has changed the way organizations operate and provide computing services such that data centers become the 
spine of the modern digital service. Nevertheless, the growing energy consumption of large-scale data centers are extremely 
challenging, particularly, because of fluctuating electricity prices in the international markets. Unstable tariffs have direct effects on 
the cost of operations, sustainability, and service quality. 
The non-linear and dynamic characteristics of electricity markets cannot be modeled using traditional forecasting methods like 
ARIMA and regression models. Even though deep learning approaches like LSTMs and hybrid CNN-RNN models have achieved 
high accuracy, they are usually computationally intensive, and thus real-time integration with cloud scheduling is challenging. 
This prompts the search of Extreme Gradient Boosting (XGBoost), an efficient and scalable machine learning algorithm, with 
regard to predicting electricity prices. XGBoost unlike complex deep neural networks balances predictive accuracy and 
computational efficiency, whereby it can be used in the real world in cloud environments. 
The importance of connecting forecasting and resource optimization that can be taken in cloud computing is also a leading force 
behind the research, since this is a field that had been neglected in previous studies. Accurate electricity price prediction and 
application of the results in data placement and scheduling the nodes can ensure that the cloud service providers cost less, use less 
energy, and enhance sustainability. 
 
B. Research Objectives 
The primary goals of this research are the following: 
1) Electricity Price Forecasting: To create an XGBoost model to predict electricity prices based on real-world data of the 

Independent Electricity System Operator (IESO) in Ontario, Canada. 
2) Data Preprocessing and Model Training: To process high-scale electricity market data and to introduce an efficient training-

testing grid (70:30 split) to accurately predict it. 
3) Integration with Cloud Optimization: To use the forecasting output to optimize the location of data and scheduling of nodes in 

cloud data centers, minimizing their operation costs. 
4) Performance Evaluation: In order to evaluate the model based on the accuracy measures (RMSE, MAPE, MAE) to compare it 

to the traditional methods of forecasting. 
5) Sustainability Contribution: To illustrate that electricity price prediction can help in the development of energy efficient, 

affordable, and environmentally friendly cloud computing infrastructures. 
 

IV. PROPOSED METHODOLOGY 
The suggested methodology is aimed at utilizing an Extreme Gradient Boosting (XGBoost) at forecasting electricity prices and 
putting the findings into cloud computing optimization to reduce the cost and make it sustainable. The methodology framework will 
consist of four broad steps, namely data preparation, model formulation, optimization techniques, and evaluation measures. 

 
A. Data Preprocessing 
Electricity market data is very volatile and usually noisy. Thus, the preprocessing of data is an important process before the 
forecasting model is trained. 
1) Dataset Source 
The hourly electricity price data was collected in real world in the Independent Electricity System Operator (IESO), Ontario, 
Canada. 
 Datas contain price movement history, demand, weather conditions and seasonal changes. 

 
2) Cleansing and Handling Missing Values 
Interpolation and moving average smoothing were used to remove outliers and missing entries. 
Uncharacteristic surges in electric prices were identified and substituted by standardized ones. 
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3) Feature Engineering 
Time-based characteristics extracting hour of the day, day of the week, and month, trend in seasonality, and lagged values were 
extracted. Exogenous variables (e.g. demand, temperature, renewable penetration) were correlated to enhance accuracy of the 
model. 
 
4) Data Splitting 
Training and testing were 70 and 30 percent respectively. Cross-validation of the training was done using K-fold cross-validation so 
as to minimize overfitting. 
 
B. Design of XGBoost Model 
The choice of XGBoost was because it can efficiently process large volume of data and also non-linearity is captured. 
1) Model Input 
Features of historical electricity prices and engineered features. 
 
2) Model Architecture 
a) Gradient boosted decision trees are used. 
b) Regularized using regularization (L1, L2) to  avoid overfitting. 
c) Parallel processing and tree pruning improve the computational efficiency. 

 
3) Hyperparameter Tuning 
Tuning of: A grid search and Bayesian optimization were used. 
 Learning rate (η) 
 Maximum tree depth 
 Number of estimators 
 Subsample ratio 
 Minimum reduction of losses (g) 
 
C. Cloud computing optimization Techniques. 
The forecasting model was part of a cloud optimization model: 
1) Node Scheduling: Workloads were shifted to low-tariff hours, predicted prices of electricity were used to help lower the costs 

of operation. 
2) Data Placement Strategy: The storage operations were streamlined as the data intensive operations were assigned to data centers 

in which electricity prices were predicted to be lower. 
3) Dynamism in Resource Allocation: VMs were elastically scaled out on a forecast of electricity price, and unnecessary use of 

energy was reduced. 
4) Sustainability Contribution: The system will result in energy efficiency and carbon footprint gains in cloud data centers using 

price-conscious scheduling. 
 

D. Evaluation Metrics 
Measuring the forecasting performance and benefits of optimization: 
1) Forecasting Metrics 
 Root Mean Square Error (RMSE): Measures the amount of error. 
 Mean Absolute Error (MAE): Measures the average deviation of prediction[12]. 
 Mean Absolute Percentage Error (MAPE): Determines the percentage of error. 
 
2) Optimization Metrics 
 Electricity cost decreased by percentage. 
 Energy efficiency (improvement) (percent). 
 Data center workload balancing. 
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E. Workflow of Proposed System 
In brief, the methodology is as follows: 
1) Gather and preprocess real data in electrical markets. 
2) Use XGBoost feature engineering-based forecasting. 
3) Hyper-parametrize tune models using the maximum accuracy. 
4) Scheduling of nodes, data placement, and VM resource allocation Use forecasts. 
5) Measure the performance based on statistical and operational measures. 

 
Figure 1. Represent the Work Flow of Proposed Work 

 
This will also make the proposed framework practical in terms of integrating the cloud as well as be able to predict correctly thus 
closing the gap between research and practice in forecasting. 
 

V. EXPERIMENTAL ANALYSIS 
The suggested advanced machine learning-made electricity price forecasting system was tested on real-life data that was gathered at 
the Independent Electricity System Operator (IESO), Ontario, Canada. The experimental design contained pre-process of electricity 
price data, feature engineering, and training of multiple-regression models: Random Forest Regressor, Support Vector Regressor 
(SVR), and Extreme Gradient Boosting (XGBoost)[11]. All the system was written in Python with Scikit-learn and XGBoost 
libraries and it was deployed on usable web interface in Flask. 
The hardware setup in the experiments was an Intel Core i7 processor workstation, 16 GB RAM and a 64-bit windows operating 
system. All models were trained and evaluated on the same cleaned set with a 7030 traintest split to be fair of comparison. 

 
A. Evaluation Metrics 
The models have been evaluated based on conventional measures of regression performance: 
1) R2 Score(Coefficient of Determination): The value shows how much the values being predicted are near the real ones. 
2) Mean Absolute Error (MAE): Evaluates the mean size of the errors. 
3) Root Mean Square Error (RMSE): It puts greater emphasis on big deviations. 
4) Mean Absolute Percentage Error (MAPE): This displays the percentage error in prediction. 
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B. Results 
In this section we are going to display the performance comparison of proposed work. 

 
Table 2 summarizes the comparative performance of the models 

Model R² Score Key Observations 
Random Forest Regressor 0.85 Good performance but required higher 

computation 
Support Vector Regressor 0.82 Moderate accuracy, sensitive to parameter tuning 

XGBoost Regressor 0.91 Highest accuracy, robust and efficient 
 
The findings indicate that XGBoost performed better than both Random Forest and SVR with R2 of 91 which indicates that the 
XGBoost could capture non-linearity in the electricity price data. Random Forest had reached a competitive level of results, but with 
the larger datasets, its computational needs were greater and SVR was less competitive. 

 
Figure 2.Represent the Comparison of R2 Scores of Forecasting Models 

 
The XGBoost model also minimized the prediction error (smaller MAE and RMSE) over other approaches, which made the model 
highly applicable in the integration of a cloud data center in the real-time.            
Random Forest Regressor: ~0.85 
 Support Vector Regressor: ~0.82 
 XGBoost Regressor: ~0.91 (Best performer) 
This figure 2 visually highlights the superiority of XGBoost in electricity price forecasting for cloud computing applications. 

 
VI. CONCLUSION & FUTURE SCOPE 

The electricity price forecasting model proposed based on XGBoost has shown good predictive power, with a high R 2 value of 91 
percent and high performance in comparison with the traditional XGBoost models including Random Forest and Support Vector 
Regression. With the combination of forecasting and cloud data center optimization strategies such as node scheduling, data 
placement and dynamic resource allocation, the system is successful in lowering the cost of operation, enhancing energy and 
making a contribution to sustainable cloud computing infrastructures. These findings confirm that XGBoost approach is accurate 
and scalable, hence it is applicable in real world applications with respect to cost sensitive environment in clouds. 
 
A. Future Scope 
The future research can be done to further expand the model by considering the patterns of renewable energy generation, create 
hybrid architectures consisting of deep learning models like LSTM or Transformers, and test the system on multiple international 
electricity markets to enhance generalization. Scalability, privacy and latency can even be improved in real-time deployment in live 
cloud orchestration systems and adoption of federated or edge learning approaches. Moreover, it will be possible to investigate 
multi-objective optimization to arrive at the expected solution that balances cost, carbon footprint, and service-level agreements 
(SLAs), which will enhance the application of this framework to the sustainable and intelligent cloud computing solutions. 
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