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Abstract: Music genre classification is a fundamental task in the field of music information retrieval (MIR) and has gained 
significant attention in recent years due to the rapid growth of digital music collections. This research paper presents a 
comprehensive review of the application of machine learning techniques for music genre classification. We explore various 
methodologies, feature extraction techniques, and classification algorithms used in the domain, highlighting their strengths, 
limitations, and recent advancements. The objective of this paper is to provide researchers and practitioners with a 
comprehensive understanding of the current state-of- the-art approaches, challenges, and future directions in music genre 
classification using machine learning. 
 

I. INTRODUCTION 
A. Background and Motivation 
With the rise of digital music and streaming platforms, there is a growing demand for automated music genre classification. 
Machine learning offers a solution by handling large datasets and extracting meaning features. It captures complex relationships 
among audio features, enabling accurate genre predictions. This approach enhances user experiences in music recommendation and 
playlist generation. Additionally, it promotes interdisciplinary collaboration in computer science, signal processing, musicology, 
and cognitive science, deepening our understanding of the cognitive processes underlying music genre classification. 
 
B. Objectives of the Paper 
The research paper aims to provide a comprehensive review of machine learning techniques for music genre classification. It 
explores feature extraction techniques, machine learning algorithms, datasets, and evaluation metrics used in the field. The paper 
highlights the strengths and limitations of different approaches, facilitating informed decision-making in system design. It presents 
experimental setups, results, and comparative analysis to assess performance. Additionally, recent advancements such as transfer 
learning and multimodal approaches are discussed, along with future directions and challenges in music genre classification. The 
paper serves as a guide for researchers and practitioners, fostering innovation and development in the field. 
 
C. Feature Extraction Techniques 
Feature extraction techniques play a crucial role in music genre classification using machine learning. They involve transforming the 
raw audio signal into a set of representative features that capture important characteristics of the music.  
Here are some commonly used feature extraction techniques: 
1) Timbral Features: Timbre refers to the tone color or quality of sound. Timbral features capture properties like brightness, 

roughness, and spectral centroid, providing insights into the texture and tonal characteristics of the music. 

 
Figure 1: Plot raw wav file 
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2) Rhythm and Tempo Features: Rhythm features capture the rhythmic patterns in the music, including beat and tempo 
information. Tempo features, such as beat histogram and tempo histogram, quantify the tempo variations and rhythmic structure. 

3) Harmonic and Melodic Features: Harmonic features describe the harmonic content of the music, including chord progressions, 
key profiles, and tonal stability. Melodic features capture the melodic characteristics, such as pitch contour, note duration, and 
pitch statistics. 

 
Figure 2: Spectral roll off of audio wav file 

 
Spectral features provide information about the frequency content of the music. They include spectral centroid, spectral flux, and 
spectral roll-off, which convey details about the distribution of energy across the frequency spectrum. 

 
Figure 3: Spectrogram of audio wav file 

 

Figure: Chroma feature of audio wav file  
 

4) Statistical Features: Statistical features encompass various statistical measures computed from the audio signal, such as mean, 
variance, skewness, and kurtosis. They capture statistical properties of the music and can provide insights into its complexity and 
variation. 

5) Deep Learning-based Features: Deep learning models, such as convolutional neural networks (CNNs) and recurrent neural 
networks (RNNs), can learn hierarchical representations directly from the raw audio signal. These models can automatically 
extract high- level features that capture both local and global patterns in the music. 

 
The selection of feature extraction techniques depends on the specific requirements of the music genre classification task and the 
characteristics of the dataset. Researchers often combine multiple feature types to capture a comprehensive representation of the 
music. The extracted features serve as input to machine learning algorithms for genre classification. 

 
 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 11 Issue VI Jun 2023- Available at www.ijraset.com 
     

 
4198 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

 

D. Machine Learning Techniques 
Several machine learning algorithms can be employed for music genre classification. Here are some commonly used algorithms in 
this context: 
 
1) Support Vector Machines (SVM) 
SVM is a supervised learning algorithm that aims to find an optimal hyperplane to separate different music genres in the feature 
space. It works well with high-dimensional data and can handle both linear and non-linear classification problems. The goal of SVM 
is to divide the data- sets into classes to find a maximum marginal hyperplane (MMH)An SVM model is basically a representation 
of different classes in a hyperplane in multidimensional space. The hyperplane will be generated in an iterative manner by SVM so 
that the error can be minimized. The goal of SVM is to divide the data-sets into classes to find a maximum marginal hyperplane 
(MMH).The main goal of SVM is to divide the data-sets into classes to find a maximum marginal hyperplane (MMH) and it can be 
done in the following two steps -> First, SVM will generate hyperplanes iteratively that segregates the classes in best way. Then, it 
will choose the hyperplane that separates the classes correctly. 

Figure 4: SVM 
 
2) k-Nearest Neighbors (k-NN) 
k-NN is a simple yet effective algorithm that classifies a new music sample based on the majority vote of its k nearest neighbors in 
the feature space. It is a non-parametric algorithm that does not make any assumptions about the underlying data distribution. 
 
3) Decision Trees 
Decision trees partition the feature space based on a series of binary decisions, resulting in a hierarchical structure. Each internal 
node represents a decision based on a specific feature, leading to the classification of the music sample at the leaf nodes. 
 
4) Random Forests 
Random forests combine multiple decision trees to form an ensemble model. Each tree is trained on a random subset of features and 
samples, and the final classification is determined by the majority vote of the individual trees. Random forests are known for their 
robustness and ability to handle high-dimensional data. 
 
5) Neural Networks 
Neural networks, especially deep learning architectures, have gained significant popularity in music genre classification. 
Convolutional neural networks (CNNs) can automatically learn hierarchical representations from spectrogram or wavelet transforms, 
capturing local and global patterns. Recurrent neural networks (RNNs) are effective in modeling temporal dependencies in music. 
 
6) Deep Learning Models 
Deep learning models, such as deep neural networks and recurrent neural networks, can be used for end-to-end learning, directly 
mapping the audio signal to genre labels. These models have the capability to learn complex representations and have shown 
promising results in music genre classification tasks. 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 11 Issue VI Jun 2023- Available at www.ijraset.com 
     

 
4199 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

 

The choice of machine learning algorithm depends on factors such as the dataset size, dimensionality of the features, desired 
classification accuracy, and computational resources available. It is often beneficial to compare and combine multiple algorithms to 
identify the best approach for a specific music genre classification task. 
 

II. DATASETS 
Several datasets have been created and used for music genre classification research. These datasets provide labeled examples of 
music tracks across various genres, allowing researchers to train and evaluate machine learning models. Here are some commonly 
used datasets: GTZAN Genre Collection: The GTZAN dataset is one of the most widely used datasets for music genre 
classification. It contains 1,000 audio excerpts of 30 seconds each, evenly distributed across ten genres, including rock, pop, jazz, 
classical, hip-hop, and others. The dataset is manually annotated by experts and its size is around 1 GB. These datasets provide a 
foundation for training and evaluating machine learning models for music genre classification. Researchers often use a combination 
of these datasets or create their own datasets tailored to their specific research goals and genres of interest. We will be using GTZAN 
for our project. 
 
A. Experimental Setup And Evaluation 
In our research, we utilized the Librosa Python library for audio analysis and data processing. Librosa provided us with the necessary 
tools and techniques to extract relevant data from audio samples, which was crucial for solving our music genre classification 
problem. To extract features from the audio samples, we employed various functions available in the Librosa library. Some of the 
features we focused on include the zero-crossing rate, spectral centroid, spectral rolloff, Mel Frequency Cepstral Coefficients 
(MFCCs), and chroma feature. The zero-crossing rate measures the rate of sign changes in the signal, while the spectral centroid 
calculates the weighted mean of the frequencies present in the sound. The spectral rolloff indicates the frequency below which a 
specified percentage of spectral energy lies. MFCCs are a set of features that describe the shape of the spectral envelope and are 
commonly used in audio analysis. We calculated 20 MFCCs over 97 frames and performed feature scaling. The chroma feature 
represents the 12 semitones of the musical octave. 
1) Mel-Frequency Cepstral Coefficients (MFCC): MFCCs were introduced in the early 1990s by Davis and Mermelstein and 

have since been widely used in tasks like speech recognition. The process involves taking the Short- Time Fourier Transform 
(STFT) of the signal using parameters such as n_fft=2048, hop size=512, and a Hann window. The power spectrum is then 
computed, followed by applying a triangular MEL filter bank to mimic human sound perception. The MFCCs are obtained by 
taking the discrete cosine transform of the logarithm of the filterbank energies. In this study, the number of filter banks 
(n_mels) was set to 20. 

2) Spectral Centroid: The spectral centroid represents the frequency around which most of the energy is concentrated in each 
frame. It is calculated as the magnitude-weighted frequency using the formula: 

fc = (∑k S(k)f(k)) / (∑k f(k)), 
where S(k) is the spectral magnitude of frequency bin k, and f(k) is the frequency corresponding to bin k. Spectral Bandwidth: The 
spectral bandwidth corresponds to the moment about the spectral centroid and provides information about the spread of frequencies. 
It is calculated using the formula: 
[∑k (S(k)f(k) - fc)^p]^(1/p), 

where p represents the order of the moment, and p = 2 is equivalent to a weighted standard deviation. 
3) Spectral Contrast: Spectral contrast is calculated within pre-specified frequency bands, measuring the difference between the 

maximum and minimum magnitudes in each band. 
4) Spectral Roll-off: The spectral roll-off represents the frequency below which a certain percentage (e.g., 85%) of the total energy 

in the spectrum lies. 
Using Librosa, we extracted these features from the dataset based on both the time and frequency domains. We selected the most 
informative features and stored them in a CSV file for further analysis and classification. 
 

III. RESULTS 
A. Comparitive Analysis Of Results 
In this classification system, we used K-Nearest Neighbour (K-NN) and Support Vector Machine (SVM) which is developed in 
Convolutional Kernal with the help of Convolutional Neural Network (CNN) that provide more accuracy compared to the previous 
system. The testing data-set gives an accuracy of more than 95%. 
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Figure 5: Comparitive analysis of SVM and KNN K-Nearest Neighbour(K-NN) 

 
60.4% 66.4%(with hyperparameters tunning) 
Support Vector Machine (SVM) 
73.2% 76.4%(with hyperparameters tunning) 
Convolutional Neural Networks (CNNs) are widely used in image classification tasks and can also be applied to music genre 
classification by treating spectrograms as 'images'. The CNN architecture used in this study is VGG-16, which achieved top 
performance in the ImageNet Challenge 2014. 
Investigation was conducted to determine the most influential features in the music genre classification task. The XGB model was 
chosen based on the previous section's results. To rank the top 20 features, a scoring metric was employed, which measured how 
frequently a feature was used as a decision node in the gradient boosting predictor's individual decision trees. Figure illustrates the 
results, highlighting that Mel-Frequency Cepstral Coefficients (MFCC) were the most prominent among the important features. 
Previous studies have also recognized the significance of MFCCs in enhancing speech recognition systems. In the context of music 
genre classification, our experiments demonstrate that MFCCs contribute significantly. Additionally, the mean and standard 
deviation of spectral contrasts at different frequency bands, as well as the music tempo measured in beats per minute, were 
identified as important features within the top 20. Furthermore, an analysis was conducted to assess the model's performance when 
trained solely on the top N features. Table shows that even with just the top 10 features, the model achieved surprisingly good 
performance. Compared to the full model containing 97 features, using only the top 30 features resulted in only a slight decrease in 
performance (2 points on the AUC metric and 4 points on the accuracy metric). 

Figure 6: Features of MFCC analysis (XGBoost) A CNN block consists of the following operations: 
 
 
 
 
 
 
 
 
 
 
 

Figure 7: CNN Design for audio classification 
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Convolution: A matrix filter is slid over the input image (spectrogram) to compute a feature value through element- wise 
multiplication and summation. Multiple filters are used, and their values are learned during the network training. Pooling: This step 
reduces the dimensionality of the feature map obtained from the convolution. Max pooling is commonly used, where the maximum 
value among a window of elements is retained while sliding the window across the feature map. Non-linear Activation: To introduce 
non-linearity and enhance the network's power, an activation function like ReLU is applied to each element of the feature map. In 
the context of music genre classification using spectrograms, the VGG-16 model is downloaded with pre-trained weights. The 
convolutional base (5 blocks) is extracted, followed by a new feed-forward neural network that predicts the music genre. This 
network has a final layer that outputs class probabilities using the softmax activation function. There are two settings for 
implementing the pre-trained model: Transfer learning: The weights in the convolutional base are fixed, and only the weights in the 
feed-forward network are tuned to predict the correct genre label. Fine-tuning: The pre-trained weights of VGG-16 are used, and all 
model weights are allowed to be tuned during training. The cross-entropy loss is computed to measure the difference between 
predicted and actual class probabilities. The loss is used to update the network weights through backpropagation until convergence. 

Figure 8: CNN study 
 

 
Figure 9: Comparitive analysis 

 
While Convolutional Neural Networks (CNN) can also be used for genre classification, this project employs an RNN with LSTM due 
to the dataset size limitations and the accuracy drop observed with CNN as the number of genres increases. The dataset consists of 
strong and mild classes, with high and low amplitude audio files representing different genres, respectively. The Gtzan music 
dataset is used for training, and the Librosa library is employed to extract MFCC features from the raw audio data. These features, 
in the form of MFCC vectors, serve as input for the LSTM neural network model developed with Keras and TensorFlow. The blog 
explains the pipeline for extracting MFCC features using the Librosa library and provides code examples. The extracted MFCCs 
form a 2-D array, where one dimension represents time and the other represents different frequencies. 
 
B. Long Short Term Memory Network (LSTM) 

 
Figure 10: LSTM Cell 

 
Instead of using Convolutional Neural Networks (CNN), the project explores the use of RNN with LSTM for Music Genre 
Classification. LSTM addresses the challenge of long-term dependencies and effectively utilizes past data to predict current outputs. 
The LSTM network used in the project consists of four layers, and its internal cell structure is described. 
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C. Dataset and Pre-processing 
 

 
Figure 11: Pipeline for MFCC 

 
The GTZAN dataset from marsyas.info is utilized, containing 1000 samples for each of the 10 music genres. The dataset is 
randomly split into training and testing sets, with no overlap. The training dataset is further divided into training and validation 
subsets. Waveform analysis reveals similarities between certain genres. Preprocessing involves extracting useful features from audio 
signals, where the MFCC is chosen due to its ability to define sound brightness and timbre. Librosa is used to convert audio files into 
MFCC features the model is trained for around 28 epoc. 
 

IV. CONCLUSION 
In this study,  different approaches were explored for music genre classification. The first approach involved treating the audio signal 
as an image by generating a spectrogram. A CNN-based image classifier, specifically VGG-16, was trained on these spectrogram 
images to predict music genres. The second approach focused on extracting time and frequency domain features from the audio 
signals and using traditional machine learning classifiers. XGBoost was identified as the most effective feature-based classifier, and 
important features were identified. Other few machine learning algorithms and techniques were also used such as KNN , SVM 
Randomforest for comparitive study as a result of outcomes CNN is performing better. The results indicated that the CNN-based 
deep learning models outperformed the feature-engineered models. It was also found that ensembling the CNN and XGBoost 
models yielded additional benefits. The study utilized a dataset consisting of audio clips from YouTube videos, which generally 
have high levels of noise. Future research could explore preprocessing techniques to improve the performance of machine learning 
models on noisy data. The paper primarily utilized four machine learning models (k-nearest neighbors, SVM, logistic regression, 
and random forest). Initially, without employing proper techniques for hyperparameter tuning, the models performed poorly. 
However, by using techniques like GridSearchCV and RandomizedSearchCV to find optimal hyperparameter combinations, 
significant improvements in accuracy were achieved. Additionally, selecting relevant features improved the performance of the 
models. Moving forward, the researchers plan to explore other deep learning approaches and investigate the impact of parameter 
optimization on the predictions of deep learning models. The study focused on music genre classification using the Free Music 
Archive small (fma_small) dataset. A simple approach was proposed, and comparisons were made with more complex models. Two 
types of inputs were used: spectrogram images for CNN models and audio features stored in a CSV file for logistic regression and 
ANN models. The simple ANN model achieved the best performance among the feature-based classifiers, while the CNN model 
outperformed the other spectrogram-based models. Image-based classification consistently performed better than feature-based 
classification. 
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