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Abstract: In this paper develops a method based on fuzzy logic for solving linear approximation relationship nonlinear
optimization problems. In the proposed method, the nonlinear objective function as well as the constrained functions forming
the feasible regions is linearly approximated about an initial feasible point by Taylors Series and then the nonlinear optimization
problem is approximated to a linear optimization problem or a linear programming problem. The concept of fuzzy decision
making is iteratively applied to find the fuzzy optimal solution of the problem.
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L. INTRODUCTION
In this paper, we develop a solution method for solving linear approximation relationship constrained nonlinear optimization
problems by using the concept of fuzzy logic. We consider a constrained nonlinear optimization problem. The nonlinear objective
function as well as the constrained functions forming the feasible regions is linearly approximated about an initial feasible point by
Taylors Series and then the nonlinear optimization problem is approximated to a linear optimization problem or a linear
programming problem. The concept of fuzzy decision making [e.g. see Bellman & Zadeh (1970), Warners (1987), Feng (1987),
Zhang et.al. (2013), Chamani et.al. (2013)] is iteratively applied to find the fuzzy optimal solution of the problem.
In Sec. 5.2, we consider the procedure for obtaining the initial feasible solution. In Sec. 5.3, the solution method of the problem is
investigated. An iteration algorithm is also developed. In Sec. 5.4, a physical numerical example is shown to illustrate the
efficiency of the proposed problem.

A. Calculation of Initial Feasible Point
In this section, we consider a method of finding an initial feasible solution of a given system of constraints. A common method

used in many practical situations is “trial and error” method [Walsh (1977)].
Let us consider a system of constraints:

gix)=d; (i=1.2....0)

2p; (G=u+l, u+2,..v) 5:2.1)
= G=v+1v+2,..p)
20, xeX&

We write the constraints}5.2.1) in the form:

g®x)=0((G=1,2,..,v)
=0 (=v+l,v+2_..p)

G22)

Starting at some arbitrary point x,., we find the feasible constraints and non feasible

Z=-3 . G23)
i=1 & (x)+ :[:g, x -]
I=1\+

- X' indicates that the summation is taken over only those

©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 554



International Journal for Research in Applied Science & Engineering Technology (IJRASET)
ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538
Volume 10 Issue X1 Dec 2022- Available at www.ijraset.com

The minimization of Z is otherwise unconstrained. When the value of Z has been reduced to zero, a feasible point has been found.
An obvious way of dealing with equality constraints is to use them to eliminate one or more variables with caution, from the given
problem.

An alternative method for finding the feasible starting point can be used asgiven below:
i)  Write the constraints of (5.2.1) in the form

gi(x) <0, i=12,_., ?

ii). Choose anarbitrary point x, and evaluate the constraints g; (x) atthe

If k¥ out of p constraints are violated, we identify the constraints such thatthelast

constraints will become the violated ones thatis

(524

g(x)20 i=p-k+l,p-k+2,..p
i ° J

i77). We identify the constraints which is violated most atthe point x, . thatis, we find
the integer » such that

& (x)=mx[g(x) fori=p-k+lp-k+2,.. . p. (5.25)

7v). We now formulate a new optimization problem as:

Min g (x)
subject to

g () —gr (u)<0, i=p-k+l,p=-k+2, .. r-1, r+l..., p.

gi(x)=0, i=12... . p-k

optimization method can be terminated.
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vi). If all the constraints are not satisfied at the point x* , then set the new starting point
as x = x* and renumber the constraints such that the last £ constraints will be the

unsatisfied ones, and go to step (iii).

The above procedure is repeated wntil all the constraints are satisfied and thusa

point x =x* is obtained for which

gi(-\'-)<0 i=1,2,..m.

Note that if the constraints are consistent, it should be possible to obtain__ by

applying the above procedure, a point x, thatsatisfies all the constraints.

However, the solution of the problem formulated in step (iv) gives

3 local minimum of gy (x) with a positive value . In such case, we are to

B. Mathematical Formulation and Solution Procedure Based on FuzzyDecision Making Concepts

Consider a constrained nonlinear optimization problem:

Max z= f(x)
subjectto g; (x) £,=,0r 2 b; I=12..;p (53.1)
x20
where xeR&", b (i=12,..p) are constants. Suppose x 1 an imtial
i °

For finding x, , we can use one of the methods discussed in Section 5.2. By using the linear

approximation technique [Walsh (1997)] about the point x, and by change of varables, we

obtain the following LP problem:
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Mx 2" =¢ (w-m)
subject to a.I.-}s.'S,=,0’3 b+a'm
1 f (532

Wj Snjiwj

m=[my,m,...m,], vector of step length

wj A X % kR 0.

¥ =min;x -x +m 2m
i J @ Jj i
~ x" and x " are the lower and upper bounds of x |
' ] /

( the j*component of x).

~~
[
o
L)
N

% J is the j ‘component of L.

@ =Vg (x ), (n-dimensional column wactor)
i i

b =b-g(x)

i & 19

¢=Vf(x), (n-dimensional column vactor

-~

By omitting the constant termLP —¢Tm in problem (5.3.2), we obtain the following

problem:

Max - =¢w

subject to  alwE=0r2b +.a‘Tm
2 { (534)

Now our problem is to construct a fuzzy LP model which is to be solvediteratively.

Before we construct a specific model of linear programming in a fuzzy environment it should have become clear that a fuzzy linear
programming is not uniquely defined type of model but that many variations are possible, depending on the assumptions or features
of the real situation to be modelled.

First of all we assume that the objective function should reach some aspiration levels which might not even be defined crisply. Thus,
we might want to improve the present cost situation considerably and so on.

Secondly, we accept small violation of constraints but also attach different degrees of importance to violations of different
constraints.

Here, we shall present a model that is particularly suitable for the type of linear programming model (5.3.4) in fuzzy environment
which seem to have some advantages [Werners (1987)]. Werner (1987) suggested the following definition.
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[Wemer (1987)].  Let £:X > R be anobjective function, R=

fuzzy feasibleregion, S(R =support of R, R=1-evel cut of R. The membership

‘0 if N <

| f(x) <sup /;
() -sup £
‘ 2 _

Be(x)= &—— if supf < f(x)<supf
].sup f—sup f i, S
| (R)

L2R) !

B if supf< f(x)

S(R)

The comresponding membership in functional spaceis then

sp k-0) if reR f7() =0

He@) = xef 7@

(0 otherwise

We extend the above definition as follows:
Definition 3.3.2. Let . — R
R=_]-evel cut of R and G= fuzzy goal. The

be_an objective function, R= fuzzy feasible

region, S(R® = support of R,

membership function of this goal G in the given solution space R is then

definedas
o if ) <sup=”
. Trsps
w(w)= " . if ap = <ZW) <amw =

G ) .

|Supz —sup = i S
(R)

L3(R)  f
B if qp - <-W)
' S(R)

The comresponding membership in functional spaceis then
sp K1-00) if reR V') =0

M) = qwez"" ()
[0 otherwise
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We assume that each of p rows of (5.3.4) shall be represented by a fuzzy set, themembership
functionsof which is given by 1; (), i=1,2,..p.

Let the membership functions of the fuzzy sets representing the fuzzy

constramtsforming the fuzzy feasible region R

,arw < = or 237 +arm, i=12,.., p bedefinedas

1 ifg'ws, = or2b +a'm
i i i
. .ll/"!'n 7 —a w 3 2 ~ ~ i ~
n(x) =4 & if D +amESa wsdb +a m+k (53.5)
i - i i i i i i
= ki r R -
0 ifaw=2d +a m+k
i I i
2

where £; is thej ™ componentoftolerance vector £ = R

The membership function of objective function of fuzzy solution can bedeterminedby solving

the following LP problems:

Maximize z=¢/ w

subjact to arw <, =0r Bb. +aTm . (5.3.6)
i i i
w=0
vielding swp =" =(<) ==":and
© — Optimnom -
i
Maximize z =¢’w
subjectto aTw_S, = =b +aTn_l+k G3.7)
i i i i
w=0
yieding sup =" =(¢l ) -
.~1 Y optimum.

r . .

1 it s Sgw

|giw—:‘ o -
w- () =4 .a<c w<s (53.8)
ES

L5 -3

0 £ dwszs

By applying the concept of fuzzy decision set D [see Bellman & Zadeh (1970)], the membership function of Dis defined as
R (w)= min.pG (W), 1 (w) 3.9

Introducing a new varnable. 7. which comresponds essentially to (53.3.8), we amiveat:

Maximize 7.

subjectto 2.(=Z —Z }—c wS—‘:'
< . (5.3.10)
2k +a‘\_4'S =or=% +a m+k
i z z i
21, 2.,w =0
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Model (5.3.10)is to be solved for eachiteration. If hl*‘ is the optimal solution of

problem_ (5.3.10) in thethe » iteration (which comesponds with trial point Xz ), then,
next trial point is: th
B0 4y = (5.3.11)

2

The iteration terminates when where is_the value of obtainedin the iteration andisa very small

positive numerator.

The above procedure canbe summarized as an algorithm as given below:

The above procedure canbe summarized as an algorithm as given below:

1. ALGORITHM

Step 1. Choose an mitial feasible solution x, of the given nonlmear optimization problem and 2

vector 7 of step length of the variables.

Step 2. Expand the objective function as well as the constramts about x, by Taylor Series
which 1s truncated after the lmear term.

Step3. Calculate Q.Ab.;C ad Z of (5.3.3) and then, construct the LP problem
Q.34).

Step 4, Choose a tolerance vector & € R” and solve the LPP problems (5.3.6) and

(5.3.7) (the choice of vector k depends upon the nature of the problem).

Step 3. Calculate the membership function (5.3.8) and then solve the LPP
Problem  (5.3.10). Lfmu~‘, }.“. . is the solution of (5.3.10), then calculate
Xz +1 (r =0 byusmg(5.3.11).

Step 6. Set  x, .1 asnew mitial pomt, go to step 3.

Step. 7. If |7. El- }.*|< 3, stop. Then, the optimal solution is given by:

2 +w -m of i‘,’,‘ =x +w - accordmg as s or

L r-1 r r+l r L r=1
-1

f*2 f* . Otherwise repeat the same procedure.

r r+l
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111.  NUMERICAL EXAMPLE
In order to illustrate the efficient of the above proposed model,

weconsider the followmg nonlmear optimization problem:

Maxmize =2 -x3 +3¢
I "h2 2

subjestto 3y +4x <12

(54.1)

Solution: We set % =[%], X2 ]=[2,])(vhere the first subscript denotes the

iteration number) as the initial feasible solution andcalculate  21= | ~ — Using step 3, we

29
o &

ay=3,4, a1 =4,

Then, construct the LPP(3.3.4) as

Max =" =Tw, +4w,

dw, =Dw, 2-1

Cwy €1, 0<w, €1

(=]
IA

We set tolerance vector k=[1.5,3] and solve the LP problem (5.4.1) and

Max =" =Twy +4w)
subject to 3w, + 4w, <7

4wy -2wp 22 sl

0<w, £1, 0<w, £1
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By calculatmg the membership function (see (5.3.8)), we have the parametric LPP:

Max 2=Twy+4w)

154 +3w) +4wp <7
3. +4w, -2w, 22

0<w, <1, 0<w, <1

viddding 2° =03, w=1, w = 81.Thus, weget- x11 =25, x12 =13L

3 =[1.32)=(2.3,1.3]as mital trial pomt, we repeat the same
I

Settmg
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