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Abstract: Gravity causes precipitation to permeate and percolate into subterranean aquifers through bedrock interstices, sands, 
gravels, and other interspaces, which hold the majority of the freshwater found beneath the earth's surface (Wang et al., 2014). 
There are 1.4 billion cubic meters of water on the earth. Fresh water makes up 2.5 percent of it, and the oceans and seas make 
up 97.5 percent. According to Unes et al. (2017), sweet waters account for 0.3% of the water in lakes and rivers, 30.8% of ground 
water, soil necropsy, and marsh, and 68.9% of ice and permanent snow. India has 430.45 km3 of yearly replenishable 
groundwater resources and 395.52 km3 of net annual groundwater availability. According to Anonymous (2013), Jammu and 
Kashmir has yearly replenishable groundwater resources of 3.70 km3, with a net annual groundwater availability of 3.33 km3. It 
has been anticipated that the nation will need 1450 km3/year of water overall by the year 2050 for a variety of activities (Gupta 
and Deshpande 2004). Around 2050, water availability will need to be almost tripled compared to the current 500 km3/year. 
Particularly in arid and semi-arid areas, groundwater represents a substantial supply of fresh water for industry, agriculture, 
and drinking (Barzegar et al., 2017). Groundwater supplies are under pressure to meet the demand for fresh water across several 
industries, since surface water pollution is getting worse every day. Both groundwater quality and quantity have lately declined 
as a result of excessive groundwater extraction for business and agriculture (Kalantari et al., 2019). In addition, human activity 
and climate change are having an effect on the amount and quality of supply (Kalantari et al., 2014). Since the conclusion of the 
green revolution, more groundwater has been extracted nationwide in India, leading to overuse in certain states, including 
Tamil Nadu, Orissa, Punjab, Rajasthan, Gujrat, and Haryana (CGWB, 2006). As a result, a sizable population and their means 
of subsistence are in jeopardy, greatly endangering the natural ecology, the security of India's food and water supplies, and the 
health of its plants and people. It emphasizes how important it is to manage groundwater resources sustainably in order to meet 
the needs of both the current and the next generation. Thanks to recent rapid increases in computing power and widespread 
availability of computers and model software, groundwater modelling has become an essential tool for professional hydro-
geologists to identify, develop, and manage groundwater resources as well as to predict the effects of management measures 
(Brassington, 1998). Forecasting groundwater levels (GWLs) can reduce groundwater misuse and aid in the creation of efficient 
water resource management plans (Yoon et al., 2011). Models like MODFLOW, FEFLOW, and PMWIN have been developed to 
estimate groundwater levels and recharge for global groundwater research. According to Raghavendra and Deka (2016), GWL 
forecasting can be used to manage groundwater for a range of demands, evaluate changes in GW storage, estimate recharge 
rates, and guarantee the ecological sustainability of a watershed.  
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I.      INTRODUCTION 
In recent decades, several studies have examined various physical, numerical, and data-driven methods for predicting groundwater 
levels. However, creating numerical models calls for a massive amount of data as well as other information. Getting a lot of these 
data and information is often expensive and/or difficult, especially in developing countries. Researchers are now more inclined to 
use machine learning approaches because of the aforementioned practical difficulty (Adamowski and Chan 2011; Nayak et al., 
2006). Artificial intelligence (AI) models have garnered significant interest in the past two decades due to their advantages over 
numerical models and their capacity to predict intricate hydrologic systems (Gong et al., 2016). Neural networks (NNs) have been 
utilized successfully in forecasting GWLs due to their capacity to handle complicated nonlinear difficulties that are challenging to 
solve using conventional parametric methods (Mohanty et al., 2010; Suryanarayana et al., 2014).  
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In addition to applying AI techniques, researchers have started to relate wavelet transforms (WT) with the previously described 
model types. Before the data is fed into the data-driven models, WT is employed as a data pre-processing tool in connected models 
(Belayneh et al., 2016). Hydrological studies are increasingly using coupled wavelet-artificial neural network (WA-ANN) models 
for forecasting (Adamowski and Chan, 2011; Barzegar et al., 2016), trend analysis (Nalley et al., 2012), and multiscale correlation 
(Labat, 2005; Sang et al., 2010). A variety of algorithms can be used to train neural network models, including gradient descent 
(GD), gradient descent with momentum (GDM), gradient descent with Adaptive learning rate back propagation (GDA), one-step 
secant (OSS), scaled conjugate gradient (SCG), Fletcher-Reeves conjugate gradient (CGF), Powell-Beale conjugate gradient (CGB), 
and Polak Ribiere conjugate gradient methods (Sudheer and Mathur, 2012). Huang et al. (2004) introduced the single layer feed 
forward neural network (SLFN), an extreme learning machine (ELM). The ELM model preserves the benefits of quick learning, 
robust generalization, and simple parameter selection when compared to the back-propagation (BP) neural network, support vector 
machines, and other traditional models (Huang et al., 2006; Lian et al., 2014). Consequently, several fruitful studies into applying 
the ELM algorithm to problems across several scientific domains have been finished (Yu et al., 2014; Wong et al., 2015). In order to 
determine a relationship between input and output variables and choose the best model or network topology, the GMDH is an 
inductive learning algorithm that makes use of quadratic regression polynomials with two input variables (DeGiorgi et al., 2016). 
By providing an objective model of a high-order polynomial in the input variable, it solves a variety of problems, including 
prediction, identification, control, and so on. It then generates, verifies, and chooses from a large number While there are still few 
applications of the GMDH algorithm for groundwater studies, its use in artificial intelligence models is becoming more and more 
popular, especially in the field of hydrology. The creation of the WA-ELM and WA-GMDH models, which combine the advantages 
of several wavelets to anticipate groundwater levels, is what makes this work unique.  
 

II.      STUDY AREA 
There are two administrative divisions in the Jammu and Kashmir Union Territory: the Kashmir division (Anantnag, Baramulla, 
Kupwara, Kulgam, Pulwama, Srinagar, Shopian Bandipora, Budgam, Ganderbal) and the Jammu division (Jammu, Kathua, Reasi, 
Rajouri, Poonch, Samba, Udhampur, Ramban, Kishtwar, Doda). Between latitudes 32°17' and 36°08' N and longitudes 73°23' and 
76°47' E is where it is situated. 
The Central Groundwater Board, North Western Himalayan Region, checks the water levels at observation wells in the state of 
Jammu and Kashmir four times a year: in May (between May 20 and May 31), August (between August 20 and August 31), 
November (1 and 10), and January (1 and 10). 
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III.      METHODOLOGY 
Creating appropriate artificial intelligence (AI) models to forecast fluctuations in groundwater levels can be a useful use of machine 
learning. In this situation, supervised and unsupervised machine learning techniques can both be applied. The processes to create 
these models using these methods are outlined below. 

 
 
The chart above shows the mean monthly temperature and precipitation of Akhnoor in recent years. 

 
Weather of Akhnoor by months 

 
1) Gathering and Preparing Data 
 Compile historical data on groundwater levels from a variety of monitoring wells and pertinent meteorological and 

environmental parameters, like temperature, precipitation, and groundwater extraction rates.  
 Handle mistakes, outliers, and missing numbers to clean up the data.  
 Scale or normalize the data to guarantee that the ranges of each feature are comparable.  
 
2) Engineering Features: 
 Determine significant elements, such as hydrological factors, geological traits, and seasonal patterns, that may have an impact 

on groundwater levels.  
 Create derived features using domain expertise to increase the models' capacity for prediction.  
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3) Data Division 
 Divide the data into sets for testing, validation, and training. The testing set assesses the final performance, the validation set 

aids in hyper-parameter tweaking, and the training set is utilized to train the models. 
 
4) Approaches to supervised and unsupervised machine  learning 
 There are distinct benefits to using both supervised and unsupervised machine learning techniques for forecasting variations in 

groundwater levels. While the unsupervised technique concentrates on identifying hidden structures and relationships without 
depending on labelled samples, the supervised approach enables direct prediction by learning from labelled data.  

 A supervised machine learning approach uses historical data with known groundwater levels as a reference to train the model in 
the context of forecasting fluctuations in groundwater levels. Developing a predictive model that can generalize and produce 
precise forecasts for data that hasn't been seen is the aim. This method requires labelled data, which means that every data point 
in the training set needs to have measurements of the relevant groundwater levels along with the characteristics (such 
temperature, rainfall, etc.). 

 The prediction model can be created using supervised regression methods including Gradient Boosting, Support Vector 
Machines (SVM), Decision Trees, Random Forests, and Linear Regression. Every algorithm has pros and cons, and the best-
performing model can be found by carefully analysing each one using measures like Mean Absolute Error (MAE) or Root 
Mean Squared Error (RMSE). 

 The model can be used to forecast variations in groundwater levels in real-time or almost real-time scenarios after it has been 
trained and verified on the testing set. Frequent retraining with fresh data guarantees that the model stays current and accurate, 
allowing it to adjust to shifting environmental circumstances. 

 To guarantee a clean dataset, missing values and outliers are treated during the initial stage of the unsupervised technique, 
known as data preprocessing. Once labelled groundwater level data are no longer required, the emphasis switches to identifying 
innate patterns and connections between the features. 

 A well-liked unsupervised method called K-Means Clustering puts related data points together according to feature similarity. 
This can assist in locating specific areas within the dataset that correspond to certain behaviours of groundwater levels. 
DBSCAN (Density-Based Spatial Clustering of Applications with Noise), another helpful technique, can spot high-density 
areas, which may indicate locations with notable fluctuations or anomalies.  

A mix of these methods or a prevailing method can provide more precise forecasts and a deeper comprehension of groundwater 
behaviour, depending on the particular goals and data at hand. Frequent updates and enhancements to the models guarantee these 
AI-powered systems' effectiveness in efficiently managing water resources.  
To ascertain the degree of inaccuracy associated with the model output, many criteria can be employed to evaluate the proficiency 
of black-box models in hydrological modelling (Gupta et al. 2009). The performance of the trained model will be compared using a 
statistical precision assessment. This study will employ the Mean Absolute Error (MAE), Root Mean Square Error (RMSE), and 
Correlation Coefficient (R) to evaluate the models' predictive potential. The given parameters are presented as 
 RMSE, or root mean square error - When we talk about RMSE, we are talking about the sample standard deviation of the 

difference between predicted and actual values. It has the following definition:  

                                           
 R, or the correlation coefficient - The degree to which the models agree with the experimental results is shown by the 

correlation coefficient (R). It is stated as 
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 The MAE, or mean absolute error - Mean absolute error (MAE) provides the mean of the absolute difference between the target 
value and the model prediction. The MAE calculates the magnitude of mistakes in a sequence of predictions without taking into 
account their sign. It's stated as  

                                           
                                               

 
FLOW CHART 

 
IV.      CONCLUSIONS 

The Akhnoor district's long-term groundwater level monitoring and rainfall data have shown that variations in groundwater levels 
may directly affect groundwater management techniques. It was discovered that abstraction, lateral groundwater flow through 
regional circulation, and direct and induced recharge all contributed to the groundwater-level fluctuation pattern. One plausible 
long-term indicator has been the consistent variation in the amplitude of the water level. 
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In regions where groundwater is predominantly utilized for water supply, estimating groundwater recharge is crucial. Groundwater 
resources are subject to pollution and are extensively used for irrigation and other uses. Gradient Boosting Regression was used to 
develop a regression model. The model was trained to estimate groundwater level using rainfall as inputs. Using the model, it is 
possible to identify the reasons producing groundwater variability in the area under study. The groundwater level and primary 
components have a linear relationship, which was satisfied by the actual values of the groundwater level compared to the estimated 
values. 
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