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Abstract: A growing problem in the IoT space is the attack and anomaly detection in the infrastructure of the Internet of Things 
(IoT). Every domain is using IoT infrastructure more and more, and with that use comes a surge in risks and attacks against 
those infrastructures. Such attacks and anomalies that can lead to an IoT system failure include Denial of Service, Data Type 
Probing, Malicious Control, Malicious Operation, Scan, Spying, and Wrong Setup. Logistic Regression (LR), Decision Tree (DT) 
and Random Forest (RF) are the machine learning (ML) methods that have been employed in this. Accuracy, precision, recall, 
f1 score, and area under the receiver operating characteristic curve are the evaluation measures used in performance 
comparison. For Decision Tree and Random Forest, the system received test accuracy results of 99.4 %. Despite the same 
accuracy of these algorithms, other criteria show that Random Forest performs significantly better. 
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I. INTRODUCTION 
Anomaly means identifying the objects, items or observations that are dubious. Finding unusual occurrences or observations that are 
suspicious because they deviate considerably from expected patterns or behaviour is known as anomaly detection. The Internet of 
Things (IoT) is presently experiencing a period of fast expansion. The Internet of Things is anticipated to become the "next big 
thing" in the coming years, according to analysts. People are becoming used to infrastructure that is data-driven, and this is pushing 
greater research into machine learning-based applications for the Internet of Things. Today, technologies based on the Internet of 
Things and machine learning are employed in every aspect of human existence. Image recognition - Give a name to a face in a 
photo (also known as "tagging" on social media). Speech Recognition - appliance management. Example: Alexa. Medical Diagnosis 
- Machine learning is used in oncology and pathology to identify malignant tissue. Statistical arbitrage - Manage a huge number of 
securities by analysing massive data sets utilised in finance. Predictive Analysis - determining if a transaction is genuine or 
fraudulent. Security risks and anomalies with IoT devices are becoming increasingly frequent. An attack on a local network that 
uses normal communication is restricted to nearby nodes or a small local domain, whereas an assault on an Internet of Things 
system covers a much wider region and has catastrophic implications for IoT sites. While an attack on an Internet of Things system 
affects a much larger area and has disastrous effects for IoT sites, a local network attack that employs conventional communication 
is limited to adjacent nodes or a small local domain.  
Different sources of anomalies are Intrusion Detection System, Fraud Detection and Data Leakage. Intrusion Detection System - IoT 
devices are susceptible to security-related assaults as they are linked to the internet. Assaults that significantly impair IoT services 
and apps for smart environments come into this category and include denial-of-service (DoS) and distributed denial-of-service 
(DDoS) attacks. Fraud detection - Credit card numbers, bank account numbers, and other sensitive data can still be stolen via IoT 
networks during logins and online transactions. Data Leakage - Databases, file servers, and other sources of information might 
expose private data to unauthorised parties. Information is lost as a result of such leaks, but there is also a potential that the attacker 
would remove sensitive data from the system. Utilizing the right encryption methods will stop such leaks. Anomaly detection seeks 
to locate each of these data points in a data-driven way. Anomalies and outliers are not always unfavourable. These are observations 
that don't follow the pattern of the other observations. 
According to their kind, IoT system anomalies may be divided into point-wise, contextual, or collective abnormalities. Point-wise 
Anomaly - A point anomaly occurs when a single point stands out from the rest of the data. Collective Anomaly - A collective 
anomaly occurs when several connected data examples are aberrant when compared to the total data set. Contextual Anomaly - A 
data instance that is anomalous in a certain context is referred to as a contextual anomaly. The system's main objective is to build an 
intelligent, safe, and trustworthy IoT-based infrastructure that can identify its risk. Here, a machine learning-based approach that can 
identify whether a system is acting oddly is used [1].  
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II. LITERATURE REVIEW 
 Numerous IoT industries have undertaken research similar to this one. This study is still being conducted by researchers [2]. 
Mahmudul Hasan [1] have developed the system that aims to build an IoT-based infrastructure that is intelligent, secure, and 
trustworthy that can recognise its weaknesses, have a robust firewall against any threats, and automatically recover.  
The algorithms that have been used are Logistic Regression (LR), Support Vector Machine (SVM), Decision Tree (DT), Random 
Forest (RF), and Artificial Neural Network (ANN). Accuracy, precision, recall, f1 score, and area under the receiver operating 
characteristic curve serve as performance comparison measurements.  
The system got 99.4% accuracy results for the Decision Tree, Random Forest, and ANN. 
Pahl et al. [2] have devised a detection and firewall for an anomaly of IoT microservices in IoT sites.  
In this study, several microservices have been clustered using K-Means and BIRCH, respectively [7].  
When clustering, separate clusters were clustered together if their centres were  three times as far apart as the standard deviation. 
Online learning has been used to update the clustering model.  
The system's total accuracy after the algorithms are in place is 96.3%. 
In an industrial IoT site, Liu et al. [3] suggested a detector for On and Off attacks by a rogue network node.  
A rogue node might attack an IoT network while it was in an active state, or "On state," as they described by the phrase "On and Off 
assault."  
The system's development involved the use of a light probe routing mechanism with the computation of each neighbour node's trust 
estimation for the purpose of anomaly detection. 
Attack detection utilising fog-to-things architecture was explored by Diro et al. [4].  
Using an open source dataset, the authors of the publication conducted a comparison of deep and shallow neural networks.  
The target of this experiment was to identify four kinds of attack and anomaly. In terms of accuracy, the strategy achieved 96.75 % 
for shallow neural network models and 98.27 % for deep neural network models for four classes. 
An IoT intrusion detection system was addressed by Anthi et al. [5]. Several ML classifiers have been used to effectively recognise 
network scanning probing and basic Denial of Service (DoS) attacks for this purpose.  
Utilizing the programme Wireshark, network traffic for four additional days is collected to create the data set.  
Weka was the programme used for implementing ML classifiers. 
Real Traffic Data and the binary NSLKDD dataset were subjected to D'Angelo et al [6] .'s application of Uncertainty-managing 
Batch Relevance-based Artificial Intelligence (U-BRAIN) (from Fredrico II University of Napoli).  
A dynamic model with the ability to manage missing data, the U-Brain is run on several computers. 41 features make up the NSL-
KDD dataset. Using a classification technique based on J-48, 6 features were chosen from a total of 41 features.  
The accuracy percentages for NSL-KDD and Real Traffic Data, respectively, were 94.1% and 97.4% (10-fold training mean). 

                          
III. METHOD 

 A number of separate procedures are combined to create the overall structure.  
The system's overarching structure is shown in figure 1.  
This framework's dataset collecting procedure is its initial step.  
The dataset was gathered and carefully scrutinised during this procedure to determine the different categories of data.  
Normal values are analysed because algorithms never detect string values, so we need to convert string values to integer.  
When working with Machine Learning algorithms, we need to split the data into Training data and Testing Data.  
From the dataset the data is split into 82% of training data and 18% of testing data. 
The learning algorithm was applied to the training set, and an optimization method was utilised to create the final model.  
The many classifiers utilised in this study made use of various optimization strategies.  
Logistic regression made use of coordinate descent [8].  
Due to the non-parametric nature of the DT and RF models, the optimizer is not utilised in these cases. Using various evaluation 
measures, the resulting model was compared to the testing set.[1] 
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Fig. 1  Overall framework for attack and anomaly detection in IoT 

 
A. Dataset Collection and Description 
The publicly available data collection was gathered from Kaggle and contributed by FrancoisXA. To generate synthetic data, they 
built a virtual Internet of Things (IoT) environment using the Distributed Smart Space Orchestration System (DS2OS). 
Communications between various IoT nodes are included in this collection. Dataset is collected using four simulated IoT locations 
with various services, including thermostats, washing machines, batteries, movement sensors, smart doors, and smart phones. This 
dataset was developed to evaluate anomaly detection techniques. Table 1 depicts the distribution of various assaults and anomalies 
over the whole dataset in detail. Besides these, Fig. 2 depicts the frequency distribution of a number of features [1] 
 

TABLE I 
DISTRIBUTION OF REGARDED FREQUENCY 

SN. Attacks Frequency 
Count 

% of Total 
Data 

% of 
Anamolus 
Data 

1 Denial of 
Service 

5780 01.61% 57.70% 

2 Data Type 
Probing 

342 00.09% 03.41% 

3 Malicious 
Control 

889 00.24% 08.87% 

4 Malicious 
Operation 

805 00.22% 08.03% 

5 Scan 1547 00.43% 15.44% 
6 Spying 532 00.14% 05.31% 
7 Wrong 

Setup 
122 00.03% 01.21% 

 
 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 10 Issue VII July 2022- Available at www.ijraset.com 
    

 
3032 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

 

 
a                                                                b 

 
c                                                            d 

 
e                                                        f 

Fig. 2. Frequencies of (a) Source Type (b) Destination Type (c) Source Location (d) Destination Location (e) Accessed Node (f) 
Operation 

 
B. Attacks 
1) Denial of Service (DOS) - Too much unsolicited traffic coming from one source or recipient leads to a DoS attack. The attacker 

bombards the victim with too many confusing packets, rendering its services inaccessible to other services [9]. There are 5780 
samples of Denial of Service in the dataset. 

2) Data Type Probing (D.P): Here, a rogue node writes data that isn't the specified data type [2]. There are 342 samples of Data 
Type Probing in the dataset. 

3) Malicious Control (M.C): Through software flaws, an attacker may occasionally be able to get a functioning session key or 
intercept network data. Using this technique, a hostile party can take control of the entire system [10, 11]. There are 889 
samples Malicious Control in the dataset. 
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4) Malicious Operation (M.O): Malware is usually the root of malicious operations. Malware refers to bogus activity that diverts 
attention from the primary action [12]. There are 342 samples of Malicious Operation in the dataset. 

5) Scan (SC): When data is obtained by hardware and the system is scanned, this procedure occasionally results in damaged data 
[13]. There are 1547 samples of Scan in the dataset. 

6) Spying (SP): Utilizing a backdoor route to get access to the system, the attacker spying uses the system's flaws to their 
advantage and gathers crucial data [4]. There are 532 samples of Spying in the dataset. 

7) Wrong Setup (W.S): Incorrect system configuration might potentially cause the data to become corrupt [14]. There are 122 
samples of Wrong Setup in the dataset. 

8) Normal (NL): The term "normal data" refers to information that is totally true and accurate [1]. There are 347935 samples of 
normal data in the dataset. 

 
C. Theoretical Consideration 
 Several machine learning methods were employed for the data analysis portion. Here are lists of algorithms along with a brief 
description of each. 
1) Logistic Regression: A discriminative model that is dependent on the calibre of the dataset is logistic regression (LR). The 
equation for estimating the posterior is presented below, taking into account the features X = X1, X2, X3,..., Xn (where X1 Xn = 
Distinct f eatures), weights W = W1,W2,W3,...,Wn, bias b = b1, b2,..., bn, and Classes C = c1, c2,..cn [15] 

 
2) Decision Tree (DT): Each node in a decision tree is given the ability to compare potential courses of action based on the 
advantages, costs, and probabilities associated with each. Overall, it represents a road map of potential consequences of a number of 
connected decisions [19]. A DT typically begins with a single node before branching out to other possibilities. Each of these results 
generates new nodes that branch out into other instances. The objective of DT is to maximise the following Information Gain. 

x) = I (  

There are three methods for calculating the Impurity Measure I(data). Gini Index, Entropy, and Classification Error are three metrics.  

 

 
 

Where p(c|n) represents the ratio of c to n and c symbolises classes or labels, n denotes any node [1]. 
3) Random Forest (RF): The random forest method, as the name suggests, produces a forest with several decision trees. It is an 
algorithm for supervised classification. A random forest is made up of several decision trees that are ensembled together, and it 
makes predictions by averaging the predictions of each component tree [21]. Compared to just one decision tree, it often offers 
substantially higher prediction accuracy. 
 
D. Evaluation Criteria 
The developed system's performance was measured using the metrics listed below. These metrics can be used to determine which 
approach is most appropriate for this task. 
1) Confusion matrix: A technique's performance may be seen using the confusion matrix. It is a table that is frequently employed 

to summarise how well a classification model performs when applied to a set of test data for which the real values are known. A 
classification problem's prediction outcomes are summarised in a confusion matrix [22]. 
True positive (TP): An observation that was expected to be positive and turned out to be such. 
False positive (FP): An observation that was expected to be positive but turned out to be negative. 
True negative (TN): True negative observations are those that are both expected and real negative. 
False negative (FN): False negative observations are those that are projected to be negative but are really positive. 
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2) Accuracy: A model's performance includes more factors than just accuracy. One parameter for assessing classification models 
is accuracy. Single class accuracy measurement is shown in equation (14). 

 
3) Precision: Precision is the ability to make accurate predictions. It is a measurement of the ratio of the model's claimed positives 

to the number of genuine positives. The following equation gives the precision value for a single class: 

 
4) Recall:The recall is often referred to as the real positive rate, which measures the proportion of positives in model assertions to 

the overall positive rate of the data. The following equation provides the recall value for a single class: 

 
5) F1 score: A model's performance may also be evaluated using the F1 score. It is a weighted average of a model's recall and 

accuracy. The following equation gives the F1 Score value for a single class: 

 
6) Receiver operating characteristic curve:It is a widely used graph that summarises a classifier's performance over all feasible 

thresholds. It is created by graphing the True Positive Rate vs the False Positive Rate while the threshold value is changed to 
categorise observations [22]. The following equation provides the computation of True Positive Rate and False Positive Rate. 

 

 
 

E. Result Analysis 
Several Machine Learning techniques have been applied to the dataset. Five-fold cross-validation has been applied to each of the 
technique. It is clear from the cross-validation that RF have demonstrated the best accuracy in both training and testing. In terms of 
training, DT's performance was roughly comparable to that of RF. But with testing, DT performed poorly at initially and had more 
deviations than other approaches. However, it performed similarly to RF in the final three folds. Compared to other techniques, LR 
had poorer training results. In the testing scenario during the first two folds, LR outperformed other techniques, with logistic 
regression coming out on top, however at the final three folds, they underperformed. 
RF is the best technique for this work, according to the confusion matrices.  

           
a                                                                    b 
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c 

Fig. 3. ROC Curve of (a) Logistic Regression (b) Decision Tree (c) Random Forest 
 

  
a                                                                            b 

 
c 

Fig. 4. Confusion Matrix of (a) Decision Tree (b) Logistic Regression (c) Random Forest 
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IV. CONCLUSION 
 Based on the results of the entire study, it was determined that Random Forest technique should be used on these types of datasets 
to address assaults on IoT networks since, in comparison to other methods, RF accurately predicted Data Probing, Malicious Control, 
Malicious Operation, Scan, Spying, and Wrong Setup attacks. However, only traditional machine learning techniques are used on 
the dataset in this instance, and a comparative study is provided. On this dataset, no additional algorithm is developed. Therefore, 
more research is required to create a reliable detection method. More research should be done on designing the entire framework. 
Additionally, this work is based on data from a virtual environment. Additionally, data from a virtual environment was used to 
create this work. Different issues could arise when dealing with real-time data. This issue requires a more in-depth empirical 
investigation that focuses on real-time data. Microservices in the IoT network operate differently at different times, which leads to 
deviations from the usual behaviour of IoT services and ultimately creates an anomaly. To interpret these issues in greater detail, 
more research is required. With an accuracy of 99.4%, Random Forest performs significantly better in this study. However, it does 
not guarantee that Random Forest will function in this manner in the case of huge data or other unidentified issues. More research 
will therefore be required. 
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