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Abstract: Face recognition has been extensively researched and has seen tremendous success in a variety of applications over 

the past few decades because the human face retains the most information for identifying individuals. Modern face 

recognition systems are still vulnerable to face spoofing attacks, such as the face video replay attack. Despite the fact that 

numerous efficient antispoofing techniques have been put forth, we discover that illuminations impair the effectiveness of 

many of the current techniques. It encourages us to create illumination-invariant anti-spoofing techniques. In this work, we 

propose a two stream convolutional neural network (TSCNN) that operates on two complementary spaces: multi-scale retinex 

(MSR) space (illumination invariant space) and RGB space (original imaging space). In particular, MSR is invariant to 

illumination but contains less detailed facial information than RGB space, which contains detailed facial textures but is 

sensitive to illumination.  Furthermore, the high-frequency information that is discriminative for face spoofing detection can 

be efficiently captured by MSR images. To learn the discriminative features for anti-spoofing, the TSCNN is fed images from 

two spaces. We suggest an attention-based fusion technique that can successfully capture the complementarity of two features 

in order to smoothly fuse the features from two sources (RGB and MSR). We test the suggested framework on a number of 

databases, including OULU, CASIA-FASD, and REPLAY-ATTACK, and we obtain very competitive results. We perform 

cross-database experiments to further confirm the suggested strategies' capacity for generalization, and the outcomes 

demonstrate the high efficacy of our approach.  
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I. INTRODUCTION 

Because face recognition technology is more convenient and user-friendly than more conventional techniques like passwords or 

PINs, it is frequently used for user authentication. However, security concerns have been raised by the growing use of face 

recognition systems, particularly in light of face spoofing attacks like photo and video replay attacks. These attacks can get around 

conventional recognition systems by using recaptured images or videos that try to look like a real person. These types of attacks 

frequently result in a reduction in image quality, which makes the spoof images display traits like moire effects, image banding, or 

loss of high-frequency information. Face recognition systems need to be resilient to these difficulties in order to avoid spoofing, 

even though these image degradation factors can be helpful in differentiating between real and fake faces.  

Using a deep learning technique known as the Two-Stream Convolutional Neural Network (TSCNN), this paper suggests a novel 

approach to face spoofing detection in order to address this problem. The multi-scale retinex (MSR) space and the conventional 

RGB space are the two complementary image spaces that this network operates with. Despite having rich and detailed facial 

information, the RGB space is extremely sensitive to illumination, which can lead to issues in different lighting scenarios. However, 

because the MSR space is illumination-invariant, it can withstand changes in illumination while still capturing discriminative 

features, such as high-frequency data. Because MSR images can capture important high-frequency details, they are useful for 

differentiating spoof images from real ones, even though they lack some of the finer details found in RGB images. Both RGB and 

MSR images are used by the TSCNN by feeding them into different network branches.  

Every branch uses its own image space to learn discriminative features for anti-spoofing. The authors present an attention-based 

fusion technique to integrate the complementary information from both image spaces. This technique maximizes the network's 

capacity to discriminate between real and fake faces by dynamically weighting and adapting the features from both streams. By 

allowing the model to concentrate on the most pertinent features from both RGB and MSR images, the attention mechanism 

improves the model's performance. The network is better able to generalize under various lighting conditions thanks to this adaptive 

fusion, which increases its efficacy in spotting spoofing attacks in practical situations. A number of popular face spoofing databases, 

such as CASIA-FASD, REPLAY-ATTACK, and OULU, are used to assess the suggested framework.  
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In both intra-database and cross-database evaluations, the results show that the TSCNN with the attention-based fusion method 

outperforms other existing methods, achieving highly competitive performance. These results imply that the suggested approach is 

reliable and has good generalization capabilities across various datasets, including those taken in various lighting scenarios.  

 
 

II. LITERATUREREVIEW 

1. **Wolpert (1992)**: Introduced stacked generalization, an ensemble learning technique that combines predictions from multiple 

models to improve accuracy. This method has become fundamental in machine learning for tasks like classification and regression. 

2. **Itti, Koch, Niebur (1998)**: Proposed a saliency-based visual attention model, using bottom-up processes driven by visual 

features to simulate human attention. This model has influenced fields like computer vision and robotics. 

3. **Gupta et al. (2018)**: Developed an attention model for recognizing emotions in group settings. The model focuses on 

individual contributions within a group to improve accuracy in social emotion recognition applications. 

4. **Nogueira, Lotufo, Machado (2016)**: Presented a CNN-based approach for detecting fake fingerprints, enhancing biometric 

security by distinguishing live from spoofed fingerprints with high accuracy. 

5. **He et al. (2016)**: Introduced Residual Networks (ResNets), addressing vanishing gradient issues in deep networks. ResNets 

have significantly improved image recognition tasks and become a foundational architecture in deep learning. 

L. Itti, C. Koch, and E. Niebur, “A model of saliency-based visual attention for rapid scene analysis,” IEEE Trans. Pattern Anal. 

Mach. Intell., vol. 20, no. 11, pp. 1254–1259, 1998. 

In the 1998 paper "A Model of Saliency-Based Visual Attention for Rapid Scene Analysis," L. Itti, C. Koch, and E. Niebur 

proposed a computational model that simulates human visual attention mechanisms. The model is based on saliency maps, which 

highlight the most prominent features of a scene to guide attention toward areas that are most likely to be relevant for processing. By 

using bottom-up processes driven by low-level visual features like color, intensity, and orientation, the model mimics the way 

humans selectively focus on important elements of an image.  

 

III. METHODOLOGY 

Spoofing detection is actually a binary (real vs. fake face) classification problem. In deep learning era, a natural solution of this task 

is to feed the input RGB images to a carefully designed CNN with classification loss (softmax and cross entropy loss) for end-to-end 

training. This CNN-based frame- work has been widely investigated by [25], [26], [47]–[50]. Despite the strong nonlinear feature 

learning capacity of deep learning, the performance of anti-spoofing degrades when the input images are captured by different 

devices, under dif- ferent lighting, etc. In this work, we aim to train a CNN which generalizes better to various environments, 

mainly various lightings. 

The RGB images are sensitive to illumination variations yet cover very detailed facial texture information. Motivated by extensive 

research of (single-scale and multi-scale) Retinex image, we find the Retinex (we use Multi-Scale Retinex - MSR in this work) 

image is invariant to illumination yet loses minor facial texture. Thus, in this work, we propose a two-stream CNN (TSCNN) which 

trains two separate CNNs accepting RGB images and MSR images as input respectively. To effectively fuse RGB feature and MSR 

feature, we propose an attention based fusion method. 

In this section, firstly, we introduce the theory of the Retinex to explain the reason why MSR image is discriminative for anti-

spoofing. After that, the complementarity of the RGB and MSR features is analyzed and the proposed TSCNN is detailed. Last, we 

introduce our attention-based feature fusion method. Retinex  (MSR in  our  work) is  used for  face spoofing detection with two 

reasons.(1) The MSR can separate illumination and reflectance. In this work, we use there flectance images (MSR image) to train a 

CNN for illumination- invariant face spoofing detection. (2) Since the fake face image is regarded as there captured image in many 

cases, which may lose some high frequency informationcompared to genuine ones. Thus, high frequency in formation can work as a 

discriminative clue for anti-spoofing. MSR algorithm can be viewed as an optimized high pass filter to capture the high frequency 

information for spoofing detection. 
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The CASIA Face Anti-Spoofing Database is divided in to the training set cons is ted of 20 subjects and the test set containing 

30 individuals (see, Fig.3). The fake faces weremade by capturing the genuine faces. Three different cameras are used in this 

database to collect the videos with various imaging qualities :low, normal, and high. In addition, the individuals were asked to 

blink and not to keep still in the videos to collect abundant frames for detection. Three types of face attacks were designed as 

follows: 1) Warped Photo Attack: Ahigh resolution (19201080) image, which is recorded by a SonyNEX-5camera,was used to 

print a photo. 

 
 

1) REPLAY-ATTACK Data base: The REPLAY-ATTACK Data base consists of video recordings of real accesses and attack 

attempts to 50clients (see,Fig.4). The reare1200 videos taken by the web cam on a Mac Book with the resolution 320240 

under two illumination conditions: 1) controlled condition with a uniform back ground and light supplied by a fluorescent 

lamp, 2) adverse condition with non-uniform back ground and the day-light. For performance evaluation, the data set Is 

divided in to three sub sets of training (360videos), development (360 videos), and testing (480 videos). To generate the 

fake faces, a high resolution videos were taken        for each person using a Canon Power Shot camera and a ni Phone 3GS 

camera, under the same illumination conditions.Three types of attacks were designed: (1) Print Attacks: High resolution 

pictures were printed on A4 paper and recaptured by cameras; (2)MobileAttacks: 
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2) OULU-NPU Database: OULU-NPU face presentation attack database consists of 4950 real access and attack videos that 

were recorded using front facing cameras of six different mobile phones (see, Fig.5). The real videos and attack materials 

were collected in three sessions with different illumination condition. The attack types considered in the OULU-NPU data 

base are print and video-replay. 

 

IV. RESULTS 

 

 
Figure : Detection of real image 

 

As you can see in the above figure a real face is detected 

 
Figure: Detection of fake image 

As you can see in the above figure a fake face image is detected 
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V. CONCLUSIONS 

For face spoofing detection, the authors suggest a novel attention-based two-stream convolutional network (TSCNN) that makes use 

of RGB and Multi-Scale Retinex (MSR) data that are taken from deep learning models like MobileNet and ResNet-18. The 

attention-based fusion methodology, which adaptively integrates the RGB and MSR data to enhance the model's discriminative 

power, particularly under different lighting circumstances, is the method's main contribution. The method performs competitively in 

both intra- and inter-database testing situations when tested on three well-known face spoofing databases: CASIA-FASD, 

REPLAY-ATTACK, and OULU-NPU. The findings demonstrate how the attention fusion mechanism successfully integrates 

complimentary features to improve the model's capacity to differentiate between real and spoof faces. The suggested model's 

robustness is further demonstrated by the cross-database evaluations, which show notable gains in generalization to novel, untested 

datasets. In a variety of illumination conditions, the combination of RGB and MSR characteristics works very well to counteract the 

difficulties presented by face spoofing attempts. Overall, the study demonstrates how well the TSCNN architecture works in 

practical face anti-spoofing applications and offers insightful information about how to combine several feature domains to enhance 

model performance in security-sensitive situations. 
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