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Abstract: For many years, reducing noise in a noisy speech recording has been a difficult task with numerous applications. This 
gives scope to use better techniques to enhance the audio and speech and to reduce the noise in the audio. One such technique is 
Online Non-Negative Matrix Factorization (ONMF). ONMF noise reduction approach primarily generates a noiseless audio 
signal from an audio sample that has been contaminated by additive noise. Previously many approaches were based on non-
negative matrix factorization to spectrogram measurements. Non-negative Matrix Factorization (NMF) is a standard tool for 
audio source separation. One major disadvantage of applying NMF on datasets that are large is the time complexity. In this 
work, we proposed using Online Non-Negative Matrix Factorization. The data can be taken as any speech or music. This method 
uses less memory than regular non-negative matrix factorization, and it could be used for real-time denoising. This ONMF 
algorithm is more efficient in memory and time complexity for updates in the dictionary. We have shown that the ONMF method 
is faster and more efficient for small audio signals on audio simulations. We also implemented this using the Deep Learning 
approach for comparative study with the Online Non-Negative Matrix Factorization. 
Keywords: Noise Reduction, Additive Noise, Non-Negative Matrix Factorization, Deep Learning. 
 

I. INTRODUCTION 
Generally audio contains both necessary and unnecessary audio segments in it. When audio is recorded such as speech, the speaker's 
required voice is recorded and also the noise of that environment is added to the audio file. This noise in the recording cause 
problems for the person who is listening as the speech can not be heard properly. These noises must be reduced or removed so that 
we get a clear speech. Removal of noises from the speech without affecting the quality of speech is known as Audio Denoising. It is 
also known as Speech Enhancement. It enhances the quality of speech. 
Audio denoising is recently done using NMF. In this method, factorization of a non-negative data matrix is done as a product of a 
dictionary matrix and code matrix. While using this method, we require the entire matrix to be loaded first. This method may not be 
useful in applications that contain large datasets or when the input data is given in a streaming fashion. 
This paper introduces Online Non-Negative Matrix Factorization (ONMF). This algorithm was developed for streaming data or 
when the dataset is very large to store locally. This algorithm is used to load only some part of a dataset at a time. This method uses 
less memory than the traditional NMF method and performs better in real-time denoising. 
In this paper, we also implemented audio denoising using the Deep Learning approach for comparative study. The results of these 
three algorithms are compared to suggest a better approach. Compared to the previously implemented algorithms, ONMF and Deep 
Learning approaches are more useful for audio denoising and speech enhancement. 
Therest of the paper contains the following sections. The algorithms used for this paper are explained in section II. Results and 
discussions are presented in section III. Conclusions and future scope are given in section IV. 
 

II. RESEARCH METHODOLOGY 
A. Non-Negative Matrix Factorization 
NMF understands dictionaries for the real signal and noise from a recording that is noiseless and a pure-noise recording that is 
thought to be structurally similar to the signal of interest. 
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Figure 1: Matrix Factorization 

 
In Non-negative matrix factorization (NMF), a data matrix X is factorized. It is factorized into dictionary matrix W and code matrix 
H. It checks that all three matrices have elements that are non-negative. Because of this non-negativity, the resulting matrices are 
easier to inspect. 

 
Figure 2: NMF Algorithm 

 
B.  Online Non-Negative Matrix Factorization 
ONMF is an online matrix factorization method in which data is considered in a streaming fashion and updates the matrix factors 
each time. This allows factor analysis to take place in parallel with the incoming of new data samples. Unlike traditional NMF 
algorithms, which require the complete data matrix to be stored in memory, our ONMF method works with a single data point or a 
group of data points at a time. As the loading of entire data is not required in ONMF, it is more memory efficient than NMF. 
Dictionary learning is a machine learning and signal processing subfield that aims to find a frame (called a dictionary) in which 
some training set can be represented sparsely. The better the dictionary, the more sparse the representation. The resulting dictionary 
is typically a dense matrix, and its manipulation can be computationally expensive both during the learning stage and later in the 
dictionary's usage, for tasks such as sparse coding. In ONMF, one dictionary is learned first, and then the dictionary is given training 
data. The data is trained using this specific dictionary. ONMF learns a dictionary better suited to representing musical chords than 
NMF, that does not use the time-frequency interpretation of the spectrogram, by sampling batches from this time series. Accessing 
the entire input data or at least a large enough training dataset is not always possible because the input data may be too large to fit 
into memory. This problem is solved by iteratively updating the model as new data points x become available. ONMF exhibits this 
type of dictionary learning. This method allows us to update the dictionary as new sparse representation learning data becomes 
available, reducing the amount of memory required to store the massive dataset. 

 
Figure 3: ONMF Algorithm 
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C. Convolutional Neural Networks 
Deep learning algorithms produce similar results to humans and are constantly analyzing data with a predefined logical structure. A 
Convolutional Neural Network (ConvNet/CNN) is a Deep Learning algorithm that can take in input data, assign importance to 
various objects in an image or audio, and distinguish between them. These algorithms are used to denoise audio files. 
The layers in CNN contain the following  
1) Zero Padding 
2) Conv2D 
3) Activation  
4) Batch Normalization 
The input data to CNN has the shape (batch size, height, width, depth). The first dimension here represents the batch size of the 
audio sample, and the other three dimensions represent the sample's dimensions. Height, width, and depth are the three dimensions. 
The CNN output is a 4D array as well. The batch size is the first dimension, and it is the same as the input batch size. The other 
three dimensions of the output may vary depending on the filter, kernel size, and padding values we use. 
 

 
Figure 4: CNN architecture layers 

 
To perform time-frequency analysis, we perform the Short-Time Fourier Transform method. A sequence of Fourier transforms of a 
windowed signal is referred to as a short-time Fourier transform (STFT). When the frequency components of a signal vary over 
time, STFT provides time-localized frequency information. The STFT enables us to conduct time-frequency analysis. It is used to 
develop representations that record both the signal's local time and frequency content. STFT is an effort to improve on the existing 
Fourier Transform. STFT is achieved by performing a Fourier Transform on signals and then repeatedly amplifying the signal with 
shifted short time windows. 

Figure 5: Flowcharts of NMF, ONMF, and CNN algorithms 
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III. RESULTS AND DISCUSSION 
The results of the above three algorithms are discussed in this chapter. The results are compared using three performance measures. 
 
1) Signal-to-Distortion Ratio (SDR): SDR is considered to be a measure that tells us how good a source sounds.  
2) Signal-to-Interference Ratio (SIR): SIR is a performance measure that tells us the number of other sources that can be heard in 

an audio sample. 
3) Signal-to-Artifacts Ratio (SAR): SAR is a measure that tells us the number of unwanted artifacts a sample has with the real 

source. 
 
We used a dataset that contains audio files. The dataset is divided into two types.  
a) Clean Audio 
b) Noise Audio 
 
Both datasets contain audio files of different sounds. These datasets are combined during implementation to make noisy audio. 
These noisy audio files are used to build the model. For training we considered 1000 audio files, for testing and validation we 
considered 100 audio files each. One dataset contains clean audio without any noise in it. This contains clean speech and clean audio 
of other sounds. Another dataset contains noise audio with noise in it. These datasets are combined to make a noisy dataset. 
In NMF and ONMF, the audio file is given as input. The audio file is converted to dictionaries, from which the training and testing 
process is done. The audio cannot be directly processed, so it is converted into different transforms. Fast Fourier Transform and 
Short-Time Fourier Transform are applied to convert audio. The samples of clean and noise audio are converted to spectrograms. 
From these spectrograms, dictionaries are learned using the NMF approach by minimizing the loss function. The dictionaries of 
clean and noisy samples are combined to form a coding matrix, this matrix is used future to decompose the noisy audio into clean 
and noise samples. In ONMF, one dictionary is learned first and training data is given to the dictionary. From this particular 
dictionary, the data is trained. 
In CNN, We take Noise and clean audio. We merge those audios to form a dataset called noise dataset. Then we extract features 
such as Mel spectrogram, normal, frequency, and domain from Audio. And next, we train our model using these spectrograms. 
 
A.  Non-Negative Matrix Factorization 
The denoising process is done followed by plotting of Spectrograms of input and output signals and finding the performance using 
performance measures. 

Figure 6: Spectrogram representation using NMF 
 

Spectrograms of noisy input and output clean audio signals are displayed. By looking at the spectrograms, the noise that is removed 
can be identified. The amplitude of the signal is completely clear which tells that some part of the real speech is removed as noisy 
speech from the audio. Performance is checked by using three standard performance measures SDR, SIR, and SAR. Their values are 
compared between clean and processed audio signals. Histograms of these measures are plotted to differentiate. 
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Figure 7: Performace measures of NMF 
 

B.  Online Non-Negative Matrix Factorization 
The denoising process is done followed by plotting of Spectrograms of input and output signals and finding the performance using 
performance measures. 

Figure 8: Spectrogram representation using ONMF 
 

Spectrograms of noisy input and output clean audio signals are plotted. By looking at the spectrograms, the noise that is removed 
can be identified. The amplitude of the signal is completely clear same as in NMF which tells that some part of the real speech is 
removed as noisy speech from the audio after denoising. 

Figure 9: Performance measures of ONMF 
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C. CNN 
For input of clean and noisy audio, we considered the same inputs given to the other two algorithms as we did a comparison 
between the algorithms. 
 

 
Figure 10: Spectrogram representation using CNN 

Figure 11: Performace of CNN 
 

1) After implementing NMF and ONMF algorithms, the output spectrograms are almost similar. In both the algorithms the noise is 
completely removed and the performance is calculated using three standard performance ratios.  

2) The performance of ONMF is comparatively better than NMF. We can find this by looking at the Histograms. 
3) These algorithms are then compared with the deep learning-based algorithms. 
4) While implementing, ONMF has taken more time to get the output results. This is because dictionary learning takes more time. 
5) Both ONMF and NMF removed necessary audio segments which are not completely noisy but may contain some disturbance. 
6) While the Deep learning-based model did not remove all the noise and gave proper audio output with necessary audio and 

removed noisy audio from it. 
IV. CONCLUSION 

This chapter concludes the paper and discusses the future scope of implementing this. 
After looking at the results, we conclude that using ONMF, even though we get better performance measures, removing complete 
noise sometimes may not be useful. But by using CNN, only the noise which is not necessary is removed and performed almost 
equal to ONMF. Time taken for generating output is also less in CNN compared to ONMF. ONMF is more memory efficient but 
time-consuming. Finally, we conclude that using CNN based denoising model can give us better results than ONMF and NMF. 
In ONMF, during noise separation, some of the real noise is getting removed from the audio. ONMF takes more time for dictionary 
learning, and batch formation. In the future, one can develop an ONMF algorithm to reduce the removal of real noise from the 
audio. This can be done by developing an audio denoising model using more efficient deep learning models, using more layers, and 
running the dataset more times to reduce the loss and increase the performance of the algorithm so that we get a clear speech or 
audio after removing noise and enhancing the audio. 
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