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Abstract: Wireless capsule endoscopy is an important and ongoing diagnostic procedure. It brings a lot of images throughout the 
journey to the patient's digestive tract and often requires automatic analysis. One of the most notable abnormalities in bleeding 
and spontaneous isolation of hemorrhage is an interesting research topic. We have developed a computer-based framework that 
utilizes the latest advances in artificial intelligence based on in-depth reading comprehension to successfully support the entire 
screening process from video transmission to automatic wound detection to reporting. More precisely, our method of handling 
multiple video uploads at the same time, automatically scans them for the purpose of identifying important video frames with 
potential lesions (subsequent analysis by endoscopies) and brings doctors to the methods of linking detected and previously 
detected lesions. or with current photographs and scientific information from relevant documents to obtain a more accurate final 
conclusion. Auto DL is considered useful for the site development of advanced read-through learning models. An untested 
endoscopic with a certain level of expertise can at least benefit from AutoDL support. 
Keywords: convolutional neural network, deep learning, automated deep learning, endoscopy, gastric neoplasms, neural 
network, deep learning model, artificial intelligence 

I. INTRODUCTION 
Over the years, medical endoscopy has been shown to be an important technique for diagnostic imaging of several parts of the body 
as well as invasive surgery on the abdomen, joints, and other parts of the body. The word "endoscopy" comes from the Greek and 
refers to the process of "looking inside" the human body in an annoying way. This is achieved by injecting a medical device called 
an endoscope into an empty organ or body cavity. Depending on the condition of the body, the implantation is done by opening the 
natural body (e.g., to examine the esophagus or intestines) or by a small hole that serves as an artificial entry. With surgical 
procedures (e.g., gall bladder removal), additional notes are needed to include more surgical tools. Compared to open surgery this 
still causes very little trauma, which is one of the most important benefits of mindless surgery (also known as buttonhole or keyhole 
surgery). Many medical procedures were instituted by incorporating endoscopy; some were even empowered by this technology 
from the beginning. 
Artificial intelligence (AI) is an exciting new technology that combines machine learning with sensory networks to improve current 
technology or create new ones. 
Potential AI applications were introduced to help fight colorectal cancer (CRC). These include how AI will affect colorectal cancer 
as well as new methods of mass information gathering such as Geo AI, digital epidemiology and real-time data collection. 
At the same time, it examines current diagnostic tools such as CT / MRI, endoscopes, genetics, and pathological tests that have also 
benefited greatly from the use of in-depth study. The power of AI in relation to the treatment of colorectal cancer shows great 
confidence in the field of exploration and translation of oncology, meaning better and more personalized treatments for those in 
need. AI is a method that can improve the processes by which physicians collect data for epidemiological purposes. 
Deep automatic learning techniques (AutoDL), which allows faster search of correct neural structures and hyper parameters without 
encrypting complex, highly developed codes. This “standard” software or platform can be used without special AI technology and 
can be easily used in medical applications with simple thinking structures. In contrast, the performance of AI models recognized by 
old-fashioned data scientists and AutoDL models recognized by health care researchers in the field of intestinal endoscopy were not 
directly compared. 
In addition, there is unusual data on human interaction with AI. For example, the response of endoscopies (i.e., approval, laziness, 
or negligence) to a diagnosis made using the AI model remains unknown. This study aims to create AutoDL models that 
differentiate the depth of gastric neoplasms attacks using endoscopic images and compare the diagnostic functioning of AutoDL 
models with previously developed CNN models. Additionally, the interoperability of endoscopies AI using a newly developed 
model was tested. 
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II. RELATED WORK 
Stomach cancer (GC) is one of the most common malignant tumors of the gastric mucosa. According to international statistics, GC 
is the second leading cause of death from cancer, and the number of patients with GC is increasing due to changes in eating habits 
and years of life [1,2].  
GC can be successfully treated if detected early. Therefore, early detection and treatment of stomach cancer is important. 
Radiography and endoscopy are used to diagnose GC. During endoscopy, the specialist inserts an endoscope into the patient's mouth 
or nose and looks directly at the mucous membranes of the digestive tract to detect any abnormalities. 
The sensitivity of GC detection by endoscopy is high, and if the lesions are found during the examination then the tissues can be 
collected and simple treatment can be given [3].  
However, specialists who perform the procedure need to detect abnormalities while using the endoscope, which makes the 
diagnostic process more complicated and complicated. This results in varying diagnostic accuracy, with some studies reporting 
ulcers missing in 22.2% of cases [4]. If doctors can use the results of computer image analysis and find abnormalities during testing, 
they can solve some of these problems and get a GC early. An in-depth study, of artificial intelligence technology, has recently been 
confirmed to have a high potential for image recognition through several studies conducted in the medical field [5 - 10]. Therefore, 
we focused on GC automation detection in endoscopic imaging using a computer-assisted diagnostic method based on in-depth 
learning technology. 
There are many in-depth GC diagnostic studies using endoscopic imaging, which includes phase-by-phase studies between GC and 
healthy subjects and spontaneous detection of GC regions. Shichijo et al. investigated the prediction of Helicobacter pylori infection 
using the convolutional neural network (CNN) and found 88.9% sensitivity and 87.4% specificity [11]. Li et al. developed a method 
of differentiation between GC and normal tissue using narrow-band imaging (NBI) imaging [12]. They used Inception-v3 as a CNN 
split model and achieved 91.18% sensitivity and 90.64% specificity. Zhang et al. developed a method for differentiating dangerous 
diseases (polyp, ulcer, and erosion) using CNN and obtained 88.9% grade accuracy [13]. Hirasawa et al. developed a single-shot 
(SSD) multi-shooter detector, an object detection model, to automatically detect GC pre-phase [14]. 
 The sensitivity of detection was 92.2% and the positive prediction was 30.6%. Sakai et al. it also creates a GC object detection 
method by separating GC regions from normal regions using micropatch endoscopic images [15]. The detection sensitivity and 
specificity of the method were 80.0% and 94.8%, respectively.  
We proposed a way to extract the presence and invasive regions of the original GC using Mask R-CNN, which can perform both 
object detection and differentiation [16]. We showed that the sensitivity of the automatic detection of premature GC was 96.0% and 
that the concentration of the division was 71%. Although the method had sufficient sensitivity to detection, the average false 
positives (FP) were 0.10 per image (3.0 per patient). 
The Mask R-CNN used in this study presented a model for the detection of common photographic images. Capture the clear contour 
of the object in the image, in order to identify lesions with a clear shape that caused the imbalance. On the other hand, most early 
GC lesions, when only the top of the abdominal mucosa was cancerous, were not properly detected by the acquisition model 
because the contours were not clear. 

A. Objectives 
There are some endoscopic devices which are already being developed but a more effective and efficient can be developed which 
will help doctors and patients to save more time. Which ultimately help patient to get treated as the tumors can be cancerous and can 
get worse with time. This can be achieved by building a software system which analyses the images rapidly this can be achieved by 
applying deep learning and using an advanced and effective scheduler. And a automatic report will be generated instantly if any 
suspected tumor is found. 
 
1) Design of a convolutional neural network (CNN)-based deep learning framework for automated bleeding CE image detection. 
2) Integration of deep learning-based semantic segmentation for automated bleeding zone detection in CE images.    
3) Give first investigation of joint automated bleeding image detection and bleeding zone delineation in CE imaging using a deep 

learning framework.   
4) Increased detection and delineation accuracy relative to manual human inspection and state-of-the-art methods 
5) Provide AI for epidemiological prediction of colorectal cancer. AI is a tool that can improve the methods of how doctors collect 

data for epidemiological purposes.  
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III. PROPOSED SYSTEM 
A. Data Augmentation 
Rotation and inversion invariance can be established because the endoscope may capture images of the gastric condition from 
various angles. Therefore, various images may be created by rotating or flipping each of the collected images. In this study, to 
ensure stable deep learning performance, we prepared, rotated, and flipped original images for data augmentation and used them for 
training. Using our in-house software, we generated images by setting the rotation pitch of the images of GC and healthy subjects to 
6◦ and 10◦ , respectively, so that the numbers of images of GC and healthy subjects were equal. 
 
B. Initial Detection 
We have removed the first GC candidate circuits for endoscopic imaging. In this work, we used U-Net, a semantic isolation method, 
first proposed in 2015 as a means of extracting cell regions from small images and widely used in fields outside of medical imaging 
ever since. The network structure is shown in Figure 2. U-Net consists of five layers of integration and integration, followed by five 
layers of encoding (ascending layers). When an image is provided in the input layer, the encoder layer in the first part releases the 
image elements. Then, the decoder layer in the second part produces a labeled image divided based on extracted features. 
Additionally, the encoder and decoder layers are connected to each other and high resolution information from the encoder layer is 
transmitted directly to the decoder layer on the other side, thereby enhancing the clarity of the label image. U-Net offers the location 
of the first GC pre-existing candidate with image capture. As for the U-Net parameters, the Dice coefficient is used as a loss 
function (dice index definition is described in Section 2.6), with Adam's algorithm as the efficiency algorithm, 0.0001 as the 
learning coefficient, 100 as the number of times training, and 8 as a collection size. 

 
Fig..1 Architecture of U-Net 

C. Box Classification 
The detected candidate regions included many over-detected regions (FPs). These FPs may be recognized and reduced using a 
different approach from the segmented U-Net for segmentation. In the box classification part of the proposed U-Net R-CNN, FPs 
are eliminated from the candidate regions by another CNN as shown in figure below. 
First, the input image was provided to U-Net and the output labeled image of U-Net was automatically binarized by Otsu’s method 
[20], followed by the labeling process to pick up individual candidate regions. 

 
Fig.2 Architecture of box classification 
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First, the input image was provided to U-Net and the output label image of U-Net was automatically integrated into the Otsu [20] 
method, followed by the labeling process to capture the regions of each candidate. The candidate box binding box was then cut and 
inserted into CNN to separate the candidate circuit as GC or false. Finally, CNN regions identified as GC were used as final 
acquisition results. With the development of CNN, we introduced VGG-16, Inception v3, and ResNet50, as well as DenseNet121, 
169, and 201, the region was often seen in many images because the images were taken at multiple angles. Then choose the best 
model by comparing them. These CNN models are pre-trained using an image data set, with a much larger number of training image 
samples than our original data set. 
In separating GCs and FPs, we replaced the fully integrated layers of the original CNN models into three layers with 1024, 256 and 
2 units. CNN is used for image analysis. Variable layers combine inputs and transfer their effect to the next layer. This is stimulated 
by a neuron's response to the human visual cortex to a particular stimulus. A well-trained CNN contains a sequence of information 
such as edge, presence, object component, and object structure in image classification. One CNN architecture consists of a series of 
dynamic layers, interlocking layers, followed by a fully integrated layer. The main purpose of the convolutional layer is to extract 
readable features such as local symbols in the images. The special filter parameters, called convolution, are trained, and the 
mathematical function takes two inputs, such as an image matrix and a kernel. By reading consecutive letters, visual elements can be 
successfully extracted. This is similar to the visual cortex method. With the use of a filter bank, where each filter is a square match 
running over the first image, a conversion process can be performed. The moving grid image (pixel value) is abbreviated using filter 
weights, and many dynamic layer filters are used to produce multiple active maps. Convolution, an integral part of CNN, is critical 
to the success of image processing operations. Limited or scaled merge layers are used to effectively reduce the size of the active 
map. They also maintain the shape of the object and the location of the semantic elements found in the image. Therefore, merging 
makes the convolutional layer less susceptible to minor shifts or object distortions. In most cases, the upper extremity is powered by 
force. Incorporating a periodic integration layer between consecutive layers of CNN architecture changes is common. After several 
layers of transformation and integration, high-level neural network considerations occur in fully integrated layers, and all functional 
responses are compiled from the whole image to produce the final result. 

 
Fig.3 CNN Concept 
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IV. RESULT 
 

 
 

V. CONCLUSION 
With the rapid development of AI technology, medical professionals, including endoscopists, need to gain technical knowledge to 
understand AI skills and how AI can change endoscopy processes in the near future. We believe that these ML-based analytics tools 
will eventually be adopted in diagnostic performance. However, this prediction does not necessarily mean a complete overhaul of 
medical doctors. This “special change” is not really a good substitute but a strong complement to the unchanging and unbelievable 
human potential; therefore, it can improve overall efficiency. 
In this study, we developed an in-depth study model that can accurately determine the presence of the GC and its invasive 
environment using endoscopic imaging. In this paper, as an in-depth reading model, we have proposed the novel Net R-CNN which 
combines the process of splitting U-Net with CNN to split images to eliminate FP. As a result of experiments using endoscopic GC 
images of pre-stage and healthy subjects, the proposed method showed higher detection capabilities than previous techniques. These 
results show that our approach is effective in the automatic detection of premature GC in endoscopy. 
 

VI. FUTURE WORK 
We expect that the proposed framework will lessen the burden on clinicians, saving them time and manual labor, while improving 
the accuracy of bleeding detection in CE images, at the same time. Moreover, as it reduces the required manual labor and thus its 
induced cost, the overall cost of CE will also be much lower. As a result, a larger population can afford this health technology. For 
future work, we plan to collect further clinical data, to carry out more extensive evaluation experiments. Similarly, leveraging our 
framework and advances, we plan to develop an entire system for computer-aided automatic bleeding detection in capsule 
endoscopy videos, and have clinicians assess it in practice. 
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