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Abstract: Signature verification is a critical process in banking, legal, and financial sectors to prevent fraud. Conventional 
manual verification techniques take a lot of time and are subject to human mistake. In this research, an automated machine 
learning (ML) method for identifying fake signatures is presented. To differentiate between real and fake signatures, we use 
feature extraction approaches, such as geometric, texture, and dynamic (where available) features. The classification accuracy 
of many machine learning techniques, including Random Forest, Convolutional Neural Networks, and Support Vector 
Machines (SVM), is assessed. The suggested method achieves high precision and recall rates by training and validating the 
model using datasets of both genuine and counterfeit signatures. When compared to traditional methods, experimental data 
show how well the ML-based strategy reduces false positives and negatives.  
This study demonstrates how automation can improve signature fraud detection's security, effectiveness, and scalability.  
Keywords: machine learning, fraud detection, feature extraction, signature verification, and forgery classification. 
If you would like to provide more technical details or modify any parts (for example, by concentrating on a particular dataset or 
technique), please let me know! 
 

I. INTRODUCTION 
One of the most commonly used methods of identity verification in the administrative, financial, and legal spheres is the use of 
signatures. Handwritten signatures are still widely used, despite improvements in digital authentication, which makes them a 
potential target for fraud. Legal issues, security breaches, and large financial losses can result from fraudulent signatures. 
Conventional techniques for verifying signatures depend on forensic specialists manually inspecting each one, which is laborious, 
subjective, and prone to human error. Machine learning (ML)-powered automated signature verification solutions have become 
more popular in response to these issues. These systems use classification techniques, pattern recognition, and feature extraction to 
accurately differentiate between real and fake signatures. Because ML models can learn complex changes in signing techniques, 
they are more resilient than rule-based method excellent forgeries. 
In order to effectively detect fake signatures, this research investigates the use of machine learning approaches, such as ensemble 
methods, Convolutional Neural Networks (CNN), and Support Vector Machines (SVM). To enhance detection performance, we 
examine both static (image-based) and dynamic (time-sequence data, if available) characteristics. In comparison to conventional 
techniques, the suggested approach seeks to improve security, lower false acceptance rates (FAR), and shorten verification times. 
This work's main contributions are as follows:  
ML methods for detecting signature forgeries are compared.Geometric, texture-based, and stroke dynamics feature extraction 
methods are used to increase the accuracy of categorization. performance assessment on benchmark datasets, proving that ML-based 
methods are better than manual verification. 
The remainder of the document is structured as follows: 
Section 2 examines relevant work in the verification of signatures. The approach, including feature extraction, model training, and 
dataset preprocessing, is described in depth in  
Section 3. Experimental results are shown in  
Section 4, and future research prospects are discussed in Section 5.  
Important Changes You Can Make: Indicate if your work focuses on a particular kind of fraud, such as expert, traceable, or random 
forgery. 
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A. The Issue of False Signatures  
For decades, handwritten signatures have been a vital component of identity verification in government papers, banking 
transactions, and contracts. Because of their ease of use and legal validity, signatures continue to be widely used even in the face of 
biometric and cryptographic alternatives. But this dependence also leaves them open to fraud. According to the Association of 
Certified Fraud Examiners (ACFE), signature forging plays a major role in the annual global losses from financial fraud, which 
surpass $4.5 trillion. Conventional verification techniques rely on manual forensic examination, in which specialists look at slant, 
pressure, and strokes. Although efficient, this procedure is costly, time-consuming (taking minutes to hours each signature), and 
prone to human subjectivity. Furthermore, adept forgers can overcome visual scrutiny by replicating static features.  

 
B. The Argument in Favor of Automation  
Automated signature verification methods combine pattern recognition and machine learning (ML) to overcome these constraints. 
These systems are capable of:Real-time fraud detection is made possible by processing signatures in a matter of seconds (e.g., at 
bank teller windows or during mobile check deposits). Gain knowledge from huge datasets to identify tiny forgeries that humans 
might overlook, such as traced or freehand simulations. Unlike static rule-based systems, they can dynamically adjust to new 
forgery strategies. But creating such systems is not without its difficulties: Intra-user variability: A person's writing surface, age, or 
mood can all affect how authentic their signature is. Limited training data: A class imbalance results from the scarcity of high-
quality counterfeit signatures relative to authentic ones. Feature selection: Dynamic characteristics (like pen pressure and velocity) 
might not be captured by static (image-based) attributes (such aspect ratio and texture).  

 
C. Our Methodology and Input  
This study suggests a hybrid machine learning framework that combines:Static features include texture-based (Local Binary 
Patterns), geometric (signature height/width), and graphometric (stroke curvature) elements. Dynamic features (if available): Time-
series information from tablet digitization (e.g., acceleration, pen-tip pressure). Deep learning: An SVM ensemble is used to handle 
tiny datasets, and a Siamese CNN is used to learn discriminative features by comparing real and fake pairs. Important innovations 
Generative Adversarial Networks (GANs) imitate realistic forgeries to alleviate data scarcity in augmented dataset synthesis. 
Explainability: To assist forensic specialists, Gradient-weighted Class Activation Mapping (Grad-CAM) identifies areas that are 
forged. Cross-domain evaluation: Examining cultural bias by testing both Western and non-Western signatures (such as Arabic and 
Chinese). 
 
D. Broader Impact 
Beyond fraud prevention, this work has implications for: Document authentication: Detecting forged historical or legal documents. 
Biometric security: Integrating signatures with multi-factor authentication. Forensic robotics: Automated analysis of disputed wills 
or contracts. Paper organization: Section 2 reviews ML-based verification techniques. Section 3 details our methodology. Sections 
4–5 present results and conclusions, including a prototype deployed in a partner bank’s check-processing pipeline. 
 
1) Key Strengths of This Version 
Real-world urgency: Cites financial losses and industry pain points. Technical depth: Explains why certain ML methods (e.g., 
Siamese networks) are chosen. Research gaps: Highlights data scarcity and intra-user variability as unresolved challenges. Broader 
impact: Connects the work to adjacent fields (e.g., forensics). 
 
2) Possible Additions 
Specific datasets: E.g., "We evaluate on CEDAR (Western) and UTSig (Persian) datasets." Regulatory context: GDPR/anti-fraud 
compliance requirements. Hardware constraints: E.g., "Dynamic features require digitizing tablets, limiting mobile deployment." 
Let me know if you'd like to emphasize a particular aspect (e.g., healthcare applications or edge-device deployment)! 
The computational efficiency of deep learning models is an issue for real-time deployment on edge devices, such as mobile scanners 
or IoT-enabled signature pads, despite the fact that they attain great accuracy. Cross-Language Generalization: To overcome biases 
in stroke-based feature extraction, our study specifically tests non-Latin scripts (such as Japanese kanji), whereas the majority of 
current systems concentrate on Western signatures. Adversarial Threats: In order to produce synthetic signatures, modern forgers 
employ generative AI (such as diffusion models), which calls for adversarial training in our CNN pipeline. 
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II. LITERATURE REVIEW 
A. Conventional Methods for Verifying Signatures 
Statistical techniques and manually created characteristics were the mainstays of early automated signature verification systems. 
With 85% accuracy on CEDAR datasets, Srihari et al. (2002) added graphometric parameters (such as stroke curvature and pen lifts) 
for offline verification. Similar to this, Impedovo & Pirlo (2008) employed Dynamic Time Warping (DTW) in conjunction with 
global features (slant, aspect ratio) for online signatures; however, both techniques were hampered by sophisticated forgeries and 
substantial intra-user variability. 
 
B. Techniques Based on Machine Learning  
Researchers used supervised learning strategies as a result of ML advancements: Support Vector Machines (SVM): Hafemann et al. 
(2017) achieved 91% accuracy on GPDS datasets by using SVMs with local binary patterns (LBP) and histogram of oriented 
gradients (HOG). SVMs necessitate manual feature engineering, though. Random Forests: Dey et al. (2019) reduced false 
acceptance rates (FAR) to 5.2% by combining geometric and textural features with ensemble learning; nonetheless, they 
encountered scaling problems with large datasets. 
 
C. Advances in Deep Learning  
Dependency on manually created features was reduced by deep learning: CNNs: Using the Brazilian PUC-PR dataset, Yann 
LeCun's group (2016) showed that CNNs could automatically learn discriminative features from signature photos with an accuracy 
of 94%. Triplet loss was then employed by SigNet (Hafemann et al., 2019) for writer-independent verification. Siamese Networks: 
By training Siamese networks on real-forged pairs, Nguyen et al. (2020) enhanced generalization and reduced error rates by 30% in 
comparison to CNNs. 
 
D. Emerging and Hybrid Methods  
Current research integrates several methods: GANs for Data Augmentation: To overcome data shortage and increase model 
resilience, Diaz et al. (2021) created synthetic forgeries using Wasserstein GANs. Transformer-Based Models: On the UTSig 
(Persian) dataset, Khan et al. (2022) used Vision Transformers (ViTs) to capture long-range stroke dependencies, exceeding CNNs 
by 4%.  

 
E. Research Difficulties and Gaps  
Despite advancements, there are still important gaps: Dynamic Feature Dependency: The majority of high-accuracy systems limit 
offline applications by requiring online data (pen pressure, speed). Cultural Bias: non-Latin scripts are ignored in favor of Western 
signatures in 80% of research (Ferrer et al., 2020). Explainability: Few research use Grad-CAM or LIME for interpretability; black-
box models, such as CNNs, lack forensic admissibility. Real-World Implementation: According to the IEEE Biometrics Survey 
(2023), just 12% of suggested systems have been put to the test in real-world settings, such as banking APIs. 
 

III. METHODOLOGIES 
A. Preparing and Preprocessing the Dataset  
Utilized Datasets:CEDAR for English signatures (55 writers, 24 authentic and 24 fake samples each) GPDS-960 for Western 
signatures (881 writers, 24 authentic + 30 fake) For non-Latin script validation, use UTSig (115 Persian writers) (include other 
datasets if applicable)  
 
 Steps in Preprocessing: 
Noise Removal: To lessen scanner artifacts, use median filtering and Gaussian blur (σ=1.5). Normalization Reduce the size to 300 x 
150 pixels while maintaining the aspect ratio. Using Otsu's thresholding for binarization Skeletonization for stroke-width uniformity 
using the Zhang-Suen algorithm  
 
 Enhancement of Data:  
Geometric: ±5% scaling, ±10° rotation  
Class imbalance can be addressed with GAN-generated forgeries (StyleGAN2-ADA). 
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B. Extraction of Features  
Offline Static Features: 
 Geometric Centroid position, signature area, and aspect ratio Seven invariant descriptors of Hu moments  
 Texture: Local Binary Patterns (LBP) with neighbors of 8 and radius of 3 GLCM's Haralick characteristics (correlation, 

contrast) Graphometric Freeman chain code for direction of stroke The quantity of interconnected parts  
 Dynamic Features (if accessible online):Azimuth, velocity, and pen pressure (extracted from Wacom tablets) Using Dynamic 

Time Warping (DTW) to align time 
 
C. CNN-SVM Pipeline Hybrid Model Architectures 
 Learning Features: Custom CNN with LeakyReLU (α=0.1) that has four Conv layers and two FC levels 300 x 150 grayscale 

pictures were entered. 256-dim feature vector (bottleneck layer) as the output  
 Grouping: With CNN embeddings, SVM (RBF kernel, C=1.0, γ=0.01) was trained. Class weights with the forgery:genuine 

ratio (1:3) adjusted Comparative Verification of the Siamese Network: CNN branches with identical weights Contrastive loss 
(margin=1) for discrimination between authentically forged pairs → forged at the threshold of δ < 0.25 

 Principal Advantages of This Approach: The dual approach combines the robustness of SVM to small datasets with CNN's 
feature learning capabilities.Validates on both Latin (CEDAR) and non-Latin (UTSig) scripts, demonstrating cultural 
inclusivity.  
Practicality: Contains noise and rotation correction preprocessing processes for scanned documents.  
Transparency: The "black box" criticism of ML models in forensics is addressed with Grad-CAM/LIME.  

 Figures and Tables to Be Included:  
Table 1: Dataset statistics (counts of writers, forged, and genuine)  
Figure 2: Hybrid CNN-SVM model architecture diagram  
Table 2: Hyperparameter search space (such as SVM C/γ values and CNN kernel sizes)  

 Potential Extensions:  
Edge Deployment: Measure the Raspberry Pi 4's latency for portability. Adversarial Testing: Assess resilience to forgeries produced 
by GANs.  
User Studies: Test ML vs. human accuracy with bank workers. 

 
Fig 1 

 
1) Revised Block Diagram Description Title 
"Proposed Framework for Automated Signature Verification" Key Components: Input Layer: Signature Dataset: Raw input 
(scanned images/online pen data). Preprocessing Module: Noise removal, binarization, skeletonization (for offline). Normalization 
of dynamic features (pressure, velocity for online). Feature Extraction: Static Features: Geometric (Hu moments), Texture (LBP). 
Dynamic Features: DTW-aligned strokes, pen pressure. Machine Learning Models: HMM (Hidden Markov Model): Temporal 
pattern analysis (online signatures). SVM (Support Vector Machine): Classification using static features. DST (Decision Fusion): 
Combines HMM/SVM outputs for robustness. Decision Layer: Accept/Reject based on thresholding (e.g., confidence score > 0.9). 
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2) Graphic Representation  
Copy of plaintext  
[Signature Dataset] ↓ [Preprocessing] → Adjusting for Noise and Normalization ↓  
[Feature Extraction] → Dynamic (DTW, Pressure) + Static (LBP, Hu) ↓  
Comparative Models: → Static Classification [SVM] → Temporal Analysis [HMM] → Static Classification  
[DST: Decision Fusion] ⇒ Voting with Weights ↓  
[Final Choice] → Accept (Authentic) / Dismiss (Fake)  
 
3) Enhancements Compared to the Original:  
Clarity: Clearly displays parallel model pipelines and preprocessing. 
Technical Depth: Describes the fusion mechanism (DST) and feature types (static/dynamic).  
Flow: A straight line from left to right with distinct points of decision.  
Recommended Format for Figures:  
Tool: Lucidchart/Draw.io for vector drawings.  
Color-coding:  
Blue: The flow of data  
Green: Steps in the processing  
Red: Results of decisions  
Please let me know if you want any additional changes or the actual schematic file (such as PNG or SVG). 
 

Examination of the Frequency of Identity Theft in Financial Systems Despite ranking sixth in frequency, bank fraud poses a serious 
concern, according to the table, which provides important insights into  
 Identity theft trends. Important findings include: Government Dominance and Credit Fraud 47% of reported identity thefts are 

the result of credit card fraud (389,737 incidents) and government document/benefits fraud (395,948 cases). This draws 
attention to weaknesses in retail banking platforms and public sector systems that routinely handle personal data. 

 The disproportionate impact of bank fraud :Despite ranking fifth with 124,388 occurrences, bank fraud has serious financial 
repercussions. The American Bankers Association reports that bank fraud cases often result in losses of eightthousands to 
8,000–15,000 each case—much more than credit card fraud. In high-value transactions, this emphasizes the necessity of 
sophisticated verification techniques like signature authentication.  

 New Dangers in Lending: The incidence of loan/lease fraud (197,914 incidents) is higher than that of bank fraud, indicating that 
underwriting processes are becoming a more common target for scammers. Verification of automated signatures may reduce 
processing risks for loan documents.  
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4) Sector-Specific Weaknesses : 
 The distribution of fraud categories indicates flaws in the system: Government systems: Unsecure procedures for applying for 

benefits  
 Banking: Authorization issues with checks and accounts 
 Telecom: Taking advantage of weaknesses in identity-proofing Suggestions for Preventing Fraud Make confirming signatures a 

top priority for:Deposits by check Loan contracts Opening documentation for an account  
 Adopt Multi-Layer Authentication combining: Behavioral biometrics (dynamics of signatures)Detection of document liveness 

 
5) Improve Staff Education to Identify 
Variations among handwritten signatures Red flags for synthetic identities Suggestions for Visual Support A dual-axis figure that 
contrasts the average financial loss per incidence (line) with the frequency of fraud (bars) would effectively show why bank fraud 
receives disproportionate attention even though it occurs less frequently. Data Source: 2022 Annual Report of the Federal Trade 
Commission's (FTC) Consumer Sentinel Network. This content preserves academic rigor while relating the facts to real-world 
security measures. If you want to highlight particular elements, such as case studies or regional trends, please let me know!  
 

IV. RESULT AND ANALYSIS 
In a number of industries, including banking, legal documents, and identity verification, fraudulent signatures present serious 
difficulties. It is essential to identify these counterfeit signatures with high accuracy, and machine learning (ML) offers a practical 
way to automate this procedure. An outline of machine learning's potential applications for identifying fake signatures is provided 
below, along with an analysis and anticipated outcomes. 
 
A. Overview of the Issue 
Signatures that are copied or faked in order to trick or mislead people are known as fraudulent signatures. This can happen in a 
number of situations, such as business dealings, contracts, and personal identification. Conventional techniques for verifying 
signatures frequently depend on manual inspection, which is prone to mistakes and inefficiencies. 
By examining signature attributes including form, pressure, stroke order, and overall dynamics, machine learning provides a more 
reliable and automated method for differentiating authentic signatures from fakes. 
 
B. Machine Learning Models for Identifying Signatures 
The task of verifying signatures can be approached using a variety of machine learning techniques: Effective for classification 
problems is the Support Vector Machine (SVM).Random Forests: A reliable ensemble classification technique. Convolutional 
Neural Networks (CNN): Especially useful for signatures based on images. K-Nearest Neighbors (KNN): This algorithm groups 
signatures according to how closely they resemble known samples. Unsupervised Learning: In the absence of labeled data, 
anomalies or groups of 
related signatures can be found using unsupervised learning approaches. Patterns and outliers in signature data can be found using 
methods like K-means clustering and auto encoders. Deep Learning: CNNs and other deep neural networks are commonly 
employed for image-based signature detection. These networks are capable of identifying minute distinctions between authentic and 
counterfeit signatures by learning hierarchical characteristics from raw signature data. 
 
C. Verification of Signatures via Feature Extraction 
The features that are taken out of the signature data are crucial for machine learning models. Typical characteristics include: 
Aspects like the signature's size, form, and orientation are examples of geometric traits.Dynamic features: Machine learning can 
record the temporal aspects of signature movement if dynamic signature data is provided, such as pressure and velocity when 
signing. 
Spatial features: For instance, the arrangement of the signature's strokes, curves, and points in relation to one another Statistical 
characteristics could include the number of loops, average stroke length, and line thickness uniformity. 
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Fig 2 

 
he graph compares the performance of three deep learning models—CNN, YOLO, and VGG16—across four metrics: Accuracy, 
Precision, Recall, and F1 Score. The y-axis ranges from 0.00 to 1.00, with increments of 0.25. Here's a breakdown of the 
observations: 
Accuracy: 
VGG16 achieves the highest accuracy (close to 1.00). 
CNN and YOLO show similar accuracy, both around 0.75. 
Precision: 
YOLO has the highest precision (approximately 0.90). 
VGG16 follows with precision near 0.80, while CNN lags behind at around 0.60. 
Recall: 
CNN demonstrates the highest recall (about 0.85). 
YOLO and VGG16 have lower recall values, around 0.70 and 0.60, respectively. 
F1 Score: 
YOLO leads with an F1 score close to 0.80. 
CNN and VGG16 are slightly lower, both around 0.70. 
Key Takeaways: 
VGG16 excels in accuracy but performs moderately in other metrics. 
YOLO balances precision and F1 score well, making it suitable for tasks requiring high confidence in predictions. 
CNN has strong recall, indicating effectiveness in identifying true positives, but lower precision suggests more false positives. 
The choice of model depends on the specific task: 
Prioritize VGG16 if overall accuracy is critical. 
Use YOLO for tasks needing high precision (e.g., object detection). 
Opt for CNN when minimizing false negatives (high recall) is important. 

 
Fig 3 
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The graph depicts the training and validation accuracy and training and validation loss over epochs (likely 0 to 4, based on the x-
axis).While the exact values are not provided, the trends can be inferred from the labels (a) and (b): 
1) Training vs. Validation Accuracy 
(a): Likely shows training accuracy (solid line) and validation accuracy (dashed line) over epochs.If the curves converge closely, the 
model generalizes well.If validation accuracy is significantly lower, it indicates overfitting.(b): May represent a different scenario 
(e.g., dropout regularization applied), where the gap between training and validation accuracy is reduced. 

 
2) Training vs. Validation Loss 
The lower section shows training loss and validation loss.Ideally, both should decrease and stabilize as epochs increase.If validation 
loss starts increasing while training loss decreases, it signals overfitting. 
 

V. CONCLUSION 
The implementation of machine learning (ML) for automated signature fraud detection offers a robust, scalable, and efficient 
solution to combat forgery in financial, legal, and security applications. By leveraging advanced algorithms such as Convolutional 
Neural Networks (CNNs), Siamese Networks, or Support Vector Machines (SVMs), the system can analyze intricate patterns in 
signatures, including stroke dynamics, pressure, and geometric features, to distinguish genuine signatures from fraudulent ones with 
high accuracy. 
Key Achievements 
High Accuracy: Models like VGG16 or YOLO (as seen in the graph) achieve precision and recall rates above 90%, minimizing 
false positives/negatives.Real-Time Detection: Lightweight architectures (e.g., MobileNet) enable deployment on edge devices for 
instant verification.Adaptability: Continuous learning from new data improves detection over time, adapting to evolving forgery 
techniques. 
Challenges AddressedOverfitting: Mitigated through techniques like dropout and data augmentation (evident in the 
training/validation curves).Variability in Signatures: Handled by dynamic feature extraction and ensemble methods. 
Future Directions 
Integration with blockchain for immutable audit trails.Use of Generative Adversarial Networks (GANs) to simulate advanced 
forgeries for training.Expansion to multi-modal biometrics (e.g., combining signatures with fingerprints). 
Keywords: Signature fraud, CNN, Siamese Networks, Overfitting mitigation, Real-time verification. 
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