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Abstract: This study presents an automated approach for detecting Tomato Leaf Blight using convolutional neural networks 
(CNNs) applied to leaf images. The methodology leverages image preprocessing techniques, such as segmentation and feature 
extraction, to enhance classification accuracy. A dataset of 5,000 tomato leaf images was used to train and validate the CNN 
model, achieving an accuracy of 92%. The results demonstrate the potential of CNNs in early disease detection, aiding farmers 
in timely interventions. Future work includes integrating real-time monitoring systems.   
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I. INTRODUCTION 
Plant diseases pose significant threats to global agriculture, with Tomato Leaf Blight, caused by Phytophthora infestans, being a 
major concern due to its rapid spread and devastating impact on tomato crops (Fry, 2008). Early detection is critical to mitigate yield 
losses, but manual inspection is labor-intensive and prone to errors (Sladojevic et al., 2016). Image processing and machine learning 
have emerged as powerful tools for automated disease detection, offering high accuracy and scalability (Barbedo, 2016).   
Recent advancements in convolutional neural networks (CNNs) have revolutionized plant disease identification by extracting 
complex features from leaf images (Mohanty et al., 2016). Studies have shown that CNNs outperform traditional methods like 
Support Vector Machines (SVM) in classifying plant diseases (Ferentinos, 2018). Image preprocessing techniques, such as 
segmentation and normalization, further enhance model performance by reducing noise and highlighting disease symptoms (Zhang 
et al., 2019).  This research focuses on developing a CNN-based model for detecting Tomato Leaf Blight, leveraging a dataset of 
tomato leaf images. The study aims to achieve high classification accuracy while addressing challenges like variable lighting and 
leaf orientations (Brahimi et al., 2017). By integrating image processing with deep learning, this work contributes to precision 
agriculture and sustainable farming practices (Kamilaris & Prenafeta-Boldú, 2018). 
 

II. METHODOLOGY 
This study proposes a convolutional neural network (CNN)-based approach for the classification of healthy and diseased tomato 
leaves. The methodology encompasses data collection, preprocessing, feature extraction, model development, and evaluation, as 
detailed below. 
 
A. Dataset Collection 
A dataset comprising 5,000 tomato leaf images was assembled, including 2,500 healthy and 2,500 diseased samples. The images 
were sourced from publicly available repositories, notably PlantVillage, which provides labeled plant disease datasets for research 
purposes (Hughes & Salathé, 2015). 
 
B. Image Preprocessing 
To ensure consistency in input dimensions, all images were resized to 224×224 pixels. Normalization was applied to standardize 
pixel intensities. Subsequently, K-means clustering was used for image segmentation to isolate the leaf regions from the 
background, enhancing feature relevance (Polder et al., 2014). 
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C. Feature Extraction 
Two sets of features were extracted to improve classification performance. Texture features were derived using the Gray-Level Co-
occurrence Matrix (GLCM), which captures spatial relationships among pixels. In addition, color features were extracted by 
converting the images into the HSV (Hue, Saturation, Value) color space, which offers robustness against illumination variations 
(Arivazhagan et al., 2013). 
 
D. CNN Architecture 
A custom CNN model was designed, consisting of three convolutional layers, each followed by ReLU activation, two max-pooling 
layers, and a final fully connected layer. The network was trained using the Adam optimizer with a learning rate of 0.001, which 
balances convergence speed and performance stability (Too et al., 2019). 
 
E. Model Evaluation 
The trained model was evaluated on a test set of 1,000 images using standard classification metrics, including accuracy, precision, 
recall, and F1-score. These metrics provide a comprehensive assessment of model performance, particularly in imbalanced datasets 
(Wang et al., 2017). 
 

III. RESULTS AND DISCUSSION 
The CNN model achieved an accuracy of 92% in detecting Tomato - Tomato Leaf Blight, with a precision of 0.91 and recall of 0.93. 
Table 1 summarizes the performance metrics across different preprocessing techniques, showing that K-means segmentation 
improved accuracy by 5% compared to unprocessed images (Table 1).   
 

Table 1: Performance Metrics with Different Preprocessing Techniques. 
Preprocessing 
Technique 

Accuracy (%) Precision Recall F1-Score 

None 87 0.86 0.88 0.87 

Normalization 89 0.88 0.90 0.89 

K-means 
Segmentation    

92 0.91 0.93 0.92 

 
Figure 1 illustrates the confusion matrix, highlighting the model’s ability to distinguish healthy and diseased leaves with minimal 
false positives (Figure 1). The ROC curve (Figure 2) demonstrates an Area Under Curve (AUC) of 0.95, indicating robust 
classification performance (Luque et al., 2018).   

 
Table 2: Comparison with Existing Methods 

Method  Accuracy (%) Dataset Size Reference 

SVM 85 3000 Zhang et al., 2018 

Random Forest 88 4000 Singh et al., 2019 

Proposed CNN 92 5000 This Study 

 
The results align with prior studies, where CNNs consistently outperform traditional classifiers (Saleem et al., 2019). However, 
challenges like overfitting and limited dataset diversity were observed, which could be addressed by data augmentation (Shorten & 
Khoshgoftaar, 2019).   
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Figure 1: Confusion Matrix for CNN Model                          Figure 2: ROC Curve for CNN Model 

 

 
Figure 3: Early Tomato Blight Image [21] 

 
IV. FUTURE WORK AND CONCLUSION 

Future enhancements to this study involve integrating the proposed model into a mobile application for real-time disease detection, 
thereby increasing its accessibility and practical impact in agricultural settings. Additionally, incorporating multi-spectral imaging 
can enable more comprehensive feature extraction, capturing data beyond the visible spectrum to improve diagnostic accuracy (Li et 
al., 2020). Expanding the dataset to include a broader range of tomato diseases will enhance the model’s generalizability and 
robustness across different disease types. Furthermore, applying transfer learning using pre-trained deep learning architectures such 
as ResNet could significantly improve classification performance by leveraging learned features from large-scale image datasets 
(Tan et al., 2018). 
This study demonstrates the effectiveness of combining convolutional neural networks (CNNs) with image processing techniques 
for the detection of Tomato Leaf Blight, achieving an accuracy of 92%. The methodology presents a scalable and automated 
approach for early disease identification, which is crucial for timely intervention in crop management. With ongoing advancements 
in deep learning algorithms and imaging technologies, such approaches hold substantial promise for enhancing precision agriculture 
and supporting sustainable farming practices. 
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