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Abstract: Covid 19 is an infectious disease which is caused by SARS-CoV-2 coronavirus and spreads very quickly from an 

infected person. There are many ways to detect the presence of covid using classical methods like RT-PCR, Rapid tests, X rays 

and CT scans. This paper focuses on using CT scans to detect the presence of Covid 19 using deep learning. This method 

provides a faster, simpler and safer way to diagnose Covid 19. The deep learning model using ResNet50 with additional image 

preprocessing techniques with a customized dataset detects Covid 19 with an accuracy of 89%. This paper proposes an end-to-

end application which provides a deep learning backend to test the CT Image and a Web Front-end for users to diagnose Covid 

19 and get the result instantaneously.  
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I. INTRODUCTION 

In the living hard times of covid pandemic instant detection of covid-19 might be one of the most basic medical necessity. The main 

purpose of the paper is to provide an accurate deep learning model to detect the presence of Covid 19 in a given CT scan and to 

provide a user-friendly web page which can be put in real world use with minimal human effort. Existing methods of covid 

detection takes a huge amount of time and is expensive also.  For example people traveling through countries might get delayed at 

check-in of airports and hence a quick and instant detection could play a vital role in traveling. In this paper we implement a deep 

learning backend using Resnet 50 convolutional neural network model. And we provide a user-friendly front-end web page to 

interact with users and upload the CT scans to get the results of covid detection. The developed application can be used to perform 

rapid and instant detection of COVID-19. This project aims to provide a scalable application for the deep learning models to detect 

covid using CT scans.  This paper is structured as follows: Section 2 discusses literature which gives information about the existing 

methods and their benefits and drawbacks for each method that can be used for detection of presence of Covid 19. Section 3 

discusses the background knowledge that is needed to understand the paper and the tools and techniques used in the paper to 

implement the proposed goals. Section 4 discusses the implementation details, which briefly depicts how the implementation has 

been done to achieve the proposed goals. Section 5 gives the results for the deep learning backend accuray with different metrics 

and the functioning of the frontend webpage. Section 6 concludes about the outcomes of the paper and finally section 7 discusses 

the future work.  

II. LITERATURE SURVEY 

One of the standard methods to diagnose Covid 19 is using RT-PCR[1][2] which stands for Reverse Transcription Polymerase 

Chain Reaction, where a sample is collected form the parts of the body of the infected patient like nose or throat, later the sample is 

treated will different chemical solutions to remove all extra substances like fats, proteins and other bodily substances and extract 

only RNA from the sample. The extracted RNA is reverse transcribed to DNA with help of some specific enzyme and then later 

using additional marker labels to finally detect the virus. As this we can observe here that this method takes a substantial amount of 

time and effort to detect the Covid 19 virus.  

The other method used to detect Covid 19 was by using machine learning by Abdul Salam M, Taha S, Ramadan M [3] where they 

used a federated learning model with  SGD optimizer with X-Ray images. They have achieved an accuracy of 91.6%.  

Shanima Akter [4] proposes to study covid classifications using various deep learning pre-trained models like VGG16, VGG19, 

MobileNetV2, InceptionV3, NFNet, ResNet50, ResNet101, DenseNet, EfficientNetB7, AlexNet, and GoogLeNet on chest X rays 

and achieved  best accuracy with MobileNetV2[5].  

Pedro Silva [6] proposes covid detection in CT Images using deep learning model Efficient Net [7] and has performed cross dataset 

validation to test and has achieved an highest accuracy of 87.68%.  

This literature survey reveals that the most of existing work for detecting is using RT-PCR or using chest X Ray to detect with 

machine learning models. Here we propose for a deep learning backend with a complete fronted webpage for real world use which 

will help in detecting Covid 19 in faster, simpler and safer way using CT Scans. 
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III. BACKGROUND 

A. Python and Libraries 

We used python programming language and its libraries to implement the deep learning backend. Python is a simpler language and 

easy to use language which provides high level abstractions with most of the functionality as it supports various machine learning 

and deep learning functions through various libraries such as TensorFlow, Keras and PyTorch. 

PyTorch[9] library is a deep learning backend that we used to build a customized model for training. Nibabel[10] package is used to 

load the datasets which are in NIfTI[11] nii format to numpy arrays. PIL[12] Imaging library is an imaging library that we used to 

load the images and resize the image from numpy arrays. Sklearn[13] metrics library is used to get different metrics on the training 

and testing results.  

 

B. Data 

The dataset  used is a customized dataset which is a merge of 2 similar dataset from two different sources. The first one is from 

Grand Challenge Covid 19 Dataset [14][15][16] which contains a total 14634 CT scans with their respective masks in nii format 

with each CT slice of size 512 x 512. The second dataset is from Medical Segmentation Covid 19 Dataset [17] which contains 9 

volumes of CT scans of size 630 x 630 in total of 829 slices and 1 volume of CT scans of size 512 x 512 in total of 100 slices. The 

following gives the information about datasets in tabular form.  

 

Dataset Volumes Patients Slices Shape  

Grand Challenge 

CT[14][15][16] 

199  50 13705 512 x 512 

Medical Segmentation 

Data (volume 1-9)[17] 

9 40 829 630 x 630 

Medical Segmentation 

Data (volume 10)[17] 

1 40 100 512 x 512 

Table 1 : Datasets 

 

C. Google Colab 

For all the computation work that is data preparation, preprocessing, model building, data loading and testing and evaluation of 

model we use Google Colab Pro[18] which provides us a instance of Google Cloud Compute Instance with High RAM of 25 GB 

and Nvidia Graphics Tesla T4 of 16 GB GPU memory which is required to train over large datasets.  

 

D. Go lang 

Go programming language is a new programming language which is mainly used when concurrency is needed and mostly used at 

web-servers to handle millions of accesses to web servers per second because of its excellent scalability.  

 

 

IV. IMPLEMENTATION 

A. Data 

First the given data in .nii format is extracted into images and masks respectively. This is done using a Python Nibabel [10] package, 

this package helps in converting the nii sclies into numpy arrays which are then converted to PIL [12] Images and Torch tensor for 

use in later stages . 

The CT slices with 630 x 630 shape are resized to 512 x 512 shape to build a dataset with uniform size i.e 512 x 512 using 

NEAREST interpolation technique which resizes the images with minimal noise for these particular images. The same procedure is 

done with Masks. After extracting CT Scan Images and corresponding masks which show the regions of covid in the bit mask, the 

labels for each CT slice is given with the corresponding mask. If a bit is set in the bit mask then the label is given as 1 for covid 

positive and if no bit is in the bit mask then it is labeled as 0 for covid negative.  
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After preprocessing the data the dataset looks like the following 

Dataset Total Covid Non Covid Shape 

Grand Challenge 

Dataset[14][15][16] 

13705 4851 8854 512 x 512 

Medical Segmentation 

Dataset [17] 

929 468 461 512 x 512 

Merged Dataset 14634 5319 9315 512 x 512 

Table 2 : Dataset info with Covid and Non Covid count 

 

Split Images 

Train 9000 

Test 4000 

Validation 1634 

Table 3 : Train, Test, Validation split 

 

B. Deep Learning Backend 

For the deep learning backend we used the ResNet50[19] model because it has greater depth compared to VGG16[20] models and is 

fairly lighter and more efficient than other deep learning models for this in particular. ResNet50[19] specifically focuses on the 

problem called overfitting and vanishing gradients which are major drawbacks of other deep learning models which reduces testing 

accuracy.  

The ResNet[19] Model has skip connections which helps to capture the slightest and miniature details from the input data for a long 

depth as in case of other architectures the model usually misses the information that has been learnt in the initial layers. Image 1 

shows how a skip connection in ResNet[19] Neural Network looks like.  

 
Image 1: ResNet Skip Connection [21] 
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Image 2: ResNet Architecture [22] 

 

Image 2 describes resnet model full blocked architecture with skipped connections.  

As mentioned in Table 2 the data is split into 9000, 4000, 1634 for training, testing and validation. The base model of the ResNet 

model is used from PyTorch build-in models by replacing the input layer with shape of (N, 512, 512) where N is number of Images 

in input with shape 512 x 512 and output layer with (N, 2) for binary classification.  

PyTorch DataLoaders are used to load the data in batches which help in learning efficiently with batch normalization[23] for 

ResNet[19]. The Batch sizes used are 20, 10, 10 for training, testing and validation respectively. 

BinaryCrossEntropy[24] loss function is used to calculate the loss and Adam Optimizer[25] with a learning rate of 0.0001 is used 

with an LR scheduler called CosineAnnealingLR which decays the learning rate with epochs to backprograte the loss in neural 

network.  

 

C. Web Front End 

We provide a web-frontend that is built using html and css for designing and Go lang for serving the webpage. Using Go lang as a 

server enables us to scale the server to a larger server without any hassle due to its excellent scalability, concurrency and load-

balancing capabilities.  

 

V. RESULTS 

A. ResNet50 Model 

 

 Accuracy Loss 

Training 96.92 0.0156 

Testing 88.85 0.0273 

Table 4 : Training and testing accuracy and loss for the ResNet50 model 
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Confusion Matrix Positive Negative 

True 1198 2356 

False 193 253 

Table 5 : Confusion Matrix  

 

Metric Value 

Accuracy 88.95 

Precision 86.13 

Recall 82.56 

F1 Score 84.31 

Table 6 : Model Evaluation Metrics  

 

 
Image 3 : ROC : 94.69   

 

B. Test Outputs 

 

 
Image 4         Image 5 
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Image 6      Image 7 

 

 
Image 8      Image 9 

 

Image 4, 5, 6,7,8,9 shows the actual and predicted output by model from the test dataset.  

 

C. Web Front-end Outputs 

 

 
Image 10 : Home Page     Image 11 : Upload CT Scan 
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Image 12 : Covid Negative Result    Image 13 : Covid Positive Result 

 

Image 10 shows the Web Front-end Home page running at Localhost (127.0.0.1:8080) where a user can upload a CT scan using the 

upload button. 

Image 11 shows the selected Image from the Users device and is ready to upload it to the website which will forward it to the deep 

learning backend. 

Image 12 shows the results for Covid Negative CT scan in Green Color. 

Image 13 shows the results for Covid Positive CT scan in Red Color. 

 

VI. CONCLUSION 

In the proposed method we implemented the Covid 19 test backend using Deep Learning   which does the classification task with 

accuracy of 89%, which will do the job predicting a given CT Scan Image for presence of Covid 19 virus. We have implemented 

Web Front-end which takes the image as input and forwards the image to the deep learning backend and does the classification and 

displays the result in the     website.  Therefore this website successfully serves a webpage which can be used to check if a person 

has been infected with covid or not with a single touch of upload in the website of the CT Scan Image and hence the result can be 

known in   less than a minute. Therefore this method of testing for presence of Covid 19 is instantaneous and very safe. 

  

VII. FUTURE WORK 

This paper as mentioned as does only classification task for COVID CT, for further enhancements we aim to do the following tasks 

1) Implement Segmentation backend for COVID which will help us to show where the COVID is actually present in the CT scan. 

2) COVID Detection Application for Android and IOS. 
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