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Abstract: This article describes a neural network-based text-to-speech (TTS) synthesis system that can generate spoken audio in 
a variety of speaker voices. We show that the proposed model can convert natural-language text-to-speech into a target 
language, and synthesize and translate natural text-to-speech. We quantify the importance of trained voice modules to obtain the 
best generalization performance. Finally, using randomly selected speaker embeddings, we show that speech can be synthesized 
with new speaker voices used in training and that the model learned high-quality speaker representations. We have also 
introduced a multilingual system and auto-tuner that allows you to translate regular text into another language, which makes 
multilingualization possible for various applications. 
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I.      INTRODUCTION 
Voice cloning uses a computer to generate voice from a real person and uses a neural network to clone that person's unique voice. 
This project uses a TTS system trained on a dataset consisting of text and speech. This allows the system to learn letters, words, and 
sentence sounds (such as waveforms). However, the resulting audio is the same as that represented by the training dataset. This 
means that the TTS system must be trained on the target speech to generate a specific speech. The text is then converted to normal 
speech. Synthetic speech can be generated by concatenating recorded speech segments. Additionally, synthesizers can combine 
speech models and other features of the human voice to create a fully "synthesized" speech output. 
 
A. Voice Cloning 
Voice cloning uses a computer to generate voice from a real person and uses a neural network to clone that person's voice. This 
model consists of an encoder and decoder and uses a vocoder to convert text to speech. After receiving the text data, the model 
recognizes the endpoints and evaluates the speech according to the condition whether the speech is clearly recognized. Also used 
auto tuner to clear the pitch and smooth the voice.  
It currently consists of over 60 languages. According to the paper, modern multilingual text-to-speech systems require large 
amounts of data to train or process just a few languages, but deep learning techniques enable this model to train on small amounts of 
data and achieve high performance synthetic and stable voice cloning between multiple languages (English, German, French, 
Chinese, Russian). 
 
B. Tortoise (Text-To-Speech) Synthesis 
The goal of this paper is to make a TTS system that can induce natural speech for a variety of speakers in a data-effective manner. 
Speech synthesis is a technology that allows a computer to convert written text into speech via a microphone or telephone. 
Tortoise is a text-to-speech synthesis system which describes a system, which produces synthetic speech. The program is organized 
on priority basis as followed as: 
1) Powerful multi-voice functionality. 
2) Very realistic prosody and intonation. 

 
C. Auto Tuner 
Auto-Tune uses a proprietary device to measure and alter the pitch of vocal and instrumental music recordings and performances. 
Training data consists of performance pairs that are identical except for pitch. Such pairs are needed for model training, but are 
difficult to find naturally.  
Therefore, we construct the input signal by detuning high-quality vocal performances and synthesize the input signal by training a 
model to predict shifts that restore the original pitch. 
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II.      WORKING 
Architecture diagrams create visual representations of software system components. In software systems, the term architecture refers 
to various functions, their implementation, and their interactions. It shows the general structure of a software system and the 
relationships, limits, and boundaries between individual elements. 

 
Diagram - 2.1: Architecture Diagram 

 
A flowchart is a graphical representation of a step-by-step operation and action process with support for selection, iteration, and 
concurrency. 

 
Diagram - 2.2: Flow Chart 
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III.      OUTPUT 
Installing various packages: 
1) Pytorch:  PyTorch is a Python package that provides two high-level features: Tensor computation (like NumPy) with strong 

GPU acceleration. 
2) Tortoise: Tortoise is primarily an auto-regressive decoder model combined with a diffusion model. Its development prioritized 

realistic speech intonation and rhythm as well as multi-voice capabilities. 
3) Googletrans:  Googletrans is a free and unlimited python library that implements Google Translate API. It uses the Google 

Translate Ajax API to call methods such as Detect and Translate. 
For successful installation of packages, a valid GitHub link should be provided with all the models. For installation of packages, we 
need GPU so make sure we have connected GPU during the runtime. 

 
Diagram - 3.1: Install Packages 

 
User interface: We have created a GUI for interaction with users which enables users to interact with the model easily. Here we 
should provide information regarding the input and required output. 
Here are some inputs which should be filled by User: 
a) Sentence: - Users should enter the sentence which they wanted to hear. 
b) Languages: - Users should select the language in which they want to translate the given sentence 
c) Preset: - User should select the audio quality. The default quality is “High quality”. Here we are using high quality natural 

voice as an output. 
d) Custom voice name: - User should provide a unique name in which his/her voice model will be saved for testing. 
Users should upload voice samples of the person in which they wanted to clone their voice. It should be noted that the user should 
upload 10 voice samples for better cloning of voice of 4-5 seconds each. 

 
Diagram - 3.2: Graphical User Interface (GUI) 
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Finally, we will get an output as a cloned voice of the given sampled voice in a “.wav” file format which can be downloaded for 
future use. 

 
Diagram - 3.3: Audio Output 

  
IV.      ACCURACY AND PRECISION 

1) From the above research we noted that it will give higher accuracy if the training of the given samples are in the same language. 
2) Hence we can increase the accuracy rate for better performance and good output for various applications in the specific domain. 

 
Diagram - 4.1: Accuracy Diagram 

 
V.      CONCLUSION 

In this research paper, we have successfully studied Auto-tuned voice cloning which enables Multilingualism. In future, we are 
planning to use this model in Google Maps, Transportation services for creating a familiar voice to sound very natural and able to 
understand instructions fast and easily. 
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