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Abstract: Bidirectional Encoder Representations from Transformers (BERT) is a transformer neural network architecture 
designed for natural language processing (NLP). The model’s architecture allows for an efficient, contextual understanding of 
words in sentences. Empirical evidence regarding the usage of BERT has proved a high degree of accuracy in NLP tasks such as 
sentiment analysis and next sentence classification. This study utilises BERT’s sentiment analysis capability, proposes and tests 
a framework to model a quantitative relation between the news and reportings of a company, and the movement of its stock 
price. This study also aims to explore the nature of human psychology in terms of modelling risk and opportunity and gain 
insight into the subjectivity of the human mind. 
Keywords: natural language processing, BERT, sentiment analysis, stock price modelling, transformers, neural networks, self-
attention 

I. INTRODUCTION 
How to predict stock prices? There have been a number of attempts to treat stock prices as any other time series data and perform 
trend and pattern analysis on it to try and predict it. Use of concepts like Long Short-Term Memory (LSTM) [4], multiple 
regression, clustering [2], etc. have been applied to try and accomplish this task. But, qualitatively speaking, past financial trends are 
not a predictor of future results, and thus, there is an intrinsic flaw in making this a purely numbers game. A retail investor relies on 
the news and past performance of a company to decide whether or not the stock is a good pick for him or her. Past financial 
performance can be analysed using technicality, but what about the news? That part remains qualitatively understood by each 
individual investor and each of them takes one of three different actions based on that news- buy, sell or hold. A method to quantify 
the positivity or negativity of the news and a relation which predicts what the expected movement of the price could be based on 
that news would be useful for understanding the direction and rough magnitude of the price change expected when a new headline 
regarding the company is released. This study uses BERT to perform sentiment analysis on the news of a particular company (this 
could be a single, prevalent headline of the day or many different headlines reported on the day) and using the corresponding close 
price of that day, finds an average value of the price movement for the kind of news that was published, in the context of the 
particular company. 

II. METHODOLOGY 
A. Summary of Methodology 
The methodology applied in this study is summarised in the following figure (fig. 1). 

 
Fig. 1- Summary of Methodology 

 

Collection of news headlines and closing price data. 

Finding mean percentage change in closing price per 
possible sentiment score. 

Running BERT model on headlines to get sentiment 
scores. 

Testing to check predicted closing price vs. actual closing 
price. 

Testing to check predicted trend vs. actual trend. 
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B. Data Collection 
The data needed for this study is all the prominent headlines of a particular publicly traded company in a certain time period and the 
stock closing prices of the corresponding dates in that time period. Since many data points here would only benefit the accuracy of 
the final output, a prominent company which stays in the news would be the most applicable use case. Therefore, news headlines 
and closing prices of Apple Inc. (ticker- AAPL) were used.  
The news headlines were taken from a pre-existing kaggle dataset which contained the headlines of several large companies traded 
on the New York Stock Exchange and had a stock price greater than $10. The time period of this data set was from August, 2012 to 
January, 2020.      
The initial dataset was filtered to get only AAPL news and the headlines obtained were in the date-range- August, 2012 to January, 
2020, and a total of 20,231 headlines. 

III. THE BERT MODEL 
A. Architecture of BERT 
The architecture of the Bidirectional Encoder Representations from Transformers (BERT) model is summarised in the following 
figure (fig. 2). 

 
Fig. 2- BERT Model Architecture 

B. Overview of the Functioning of BERT 
BERT is based on the transformer layers methodology- “transformers” refers to the neural network architecture where each output 
node is connected to each input node. This allows the encoder to provide all the hidden states of each node to the decoder, not just 
the last node as in its NLP architectures which preceded BERT. To select inputs, the decoder performs a scoring calculation over all 
input matrices and does a softmax calculation to find the largest fractional value which depicts the highest contextual correlation. 
This context vector passes through a trained feedforward NN which indicates the output of the timestep being processed. (Appendix 
section- 1 defines the parametrized function classes for the transformer block). In case of BERT’s preceding RNN based models, if 
there are n words, the nth token would be vectorized based on its features and viewed along with n-1 tokens each in their own 
dimensional space. But, BERT’s independence from utilising this vector-representation method allows for faster training and 
processing times. BERT utilises WordPiece Tokenization and processes collections of words with it’s capability to view it’s current 
material under-processing both from left to right and right to left. This not only leads to training time reduction but also advances in 
NLP ability, as elaborated in the later sections. 
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The final output of BERT is an array of probabilities which can depict the probabilities of sentiment scoring, the prediction of 
whether or not a selected word is the next word in a sentence or not, etc. based on the use-case. 
As mentioned in the above paragraphs and as cited at several places in the architecture diagram, the softmax function for an input 
vector with values of the kind ݖi where 0 ≤ i ≤ k with k being the number of classes in our multi-class classifier system is (fig. 3)- 

 
Fig. 3- Softmax function definition 

C.  The Self-Attention Process 
Compared to traditional back-propogation through time algorithms which are used to train neural networks, transformers rely on an 
additional process known as self-attention [6]. The general flow of the attention process is as follows- 
1) The initial input embedding vector is multiplied with a randomly initialised matrix (original dimension is 64x512) and the value 

of this matrix is fine tuned by back propagation in time. The three vectors hence generated are the “key,” “query,” and “values” 
vectors. 

2) Self-attention values are then calculated using the “key” and “query” vectors. They depict how much “attention” is to be paid to 
different parts of the input sentence during encoding at a certain location. The result is divided by a constant (the square root of 
the first dimension of the randomly initialised matrix), and a softmax calculation is run over all these scores to get a relevance 
value of each word to the word at the current encoding position. 

3) Lastly, the “value” vector is multiplied with the softmax results to get the self-attention value at the current node. 
(Note- The above is the flow of “scaled dot-product attention” where value distribution is calculated based on the similarity between 
the query and key vectors.) 

 
D. Training of BERT 
The design of BERT has allowed it to be trained using a vast corpus of unlabelled data [1]. Compared with its predecessors which 
required a large amount of labelled data for training, BERT efficiently trained on the Wikipedia corpus of 2.5 billion words and the 
BookCorpus of 800 million words for two tasks- masked language modelling (MLM) and next sentence prediction (NSP). 
MLM is the task of inputting a sentence to the model with a few tokens hidden or masked and having the model output the 
completed sentence. NSP is the process of training the model for recognising context. In this task, the model is given two sentences 
and it’s task is to output which sentence comes first and which one after it. The “positional encoding” layers are used for this task in 
finding positional context of the tokens of the sentence. These two training objectives allow BERT to have a high accuracy in 
recognising and finding words and also in understanding the context of the words of a sentence. 

 
E. Usage of BERT in the Study 
In the case of this study, our goal with BERT is to classify news headlines based on whether or not they are positive, negative or 
neutral and then correspond percentage changes in price according to those categorizations. In our case, we use BERT to generate 
an array with five probability values each depicting how positive, negative or neutral the sentence is likely to be. The index (from 1 
to 5) of the highest of those probabilities in the array is referred to as sentiment score. 
The sentiment scoring system utilised is summarised in the following table (table-1). 

TABLE I 
SENTIMENT SCORING SYSTEM 

Sentiment Score 
Highly 
Positive 

5 

Positive 4 
Neutral 3 
Negative 2 
Highly 
Negative 

1 
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Each of the collected headlines was run through the model and the sentiment scores were appended in front of the headline. In case 
of a particular date where there were several headlines with different sentiments, the mean of the sentiment scores was taken and 
assigned to that particular date. Since a retail investor would view all of those headlines and then take a particular action related to 
the stock of Apple Inc., it’s only logical that all the headlines be given a weightage in the sentiment score of the day. 
 
A glimpse of assigned scores is shown in the table below (table-2)- 

 
Table 2 

Sentiment Scoring Example 

Headline Release Date BERT Sentiment Score 

Time to Short Apple, Hardly 24/09/12 2 

Apple has the Flu 17/03/13 1 

Stage is Set for a Major Breakout by 
Apple 

06/09/13 4 

Apple Stabilised for the Short Term 07/08/13 3 

 
IV. UTILISING THE SENTIMENT SCORES FOR STOCK PRICE PREDICTION 

After using BERT to classify all the headlines of the dataset, each headline and sentiment score set was appended with the 
percentage change in closing price of that day with respect to the previous day. This helps us map the effect of that day’s news on 
the closing price. 
Then, the sentiment scores were segregated based on the value and the percentage change in closing price was averaged for each of 
the 5 possible sentiment score values to get 5 mean percentage change values. 
 
The output is summarised in the following table (table- 3)- 

 
TABLE 3 

SUMMARY OF PERCENTAGE CHANGES IN PRICE PER SENTIMENT SCORE 

Sentiment Score Mean Percentage Change in Closing Price w.r.t. Previous Day’s Closing 
Price 

1 0.09599214% 

2 -0.04461355% 

3 0.13888213% 

4 0.04420133% 

5 0.09729779% 

 
We observe here that there is a large positive value for percentage change in closing price for a sentiment score of 1 (highly negative 
news). This can be attributed to some of the headlines of the dataset not being entirely related to AAPL, more to the market in 
general or any other inconsistencies in the dataset. 
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V. TESTING 
A. Testing the Derived Values Against Actual Closing Price of the Stock 
To test the accuracy of the derived mean percentage changes w.r.t previous day per sentiment score, we take the closing price of 
AAPL on the first day for which we have a headline in our data set, and iterate through each day that we have a headline, changing 
the closing price based on the sentiment score of the headline(s) of the day. To account for any errors in the sentiment scoring by 
BERT, the scores were divided into categories of positive, neutral and negative and the ranges and corresponding mean percentage 
changes in closing price are as follows (table- 4)- 

 
TABLE 4 

SENTIMENT SCORE RANGE AND CORRESPONDING PERCENTAGE CHANGE VALUES 

Sentiment Score 
Range 

Mean Percentage Change in Closing Price w.r.t. Previous 
Day’s Closing Price 

1-2.99 0.02568929% 

3-3.99 0.13888212% 

4-5 0.07074955% 

 
The final output after utilising the above values on the closing price is summarised as follows (table- 5)- 
 

TABLE 5 
Final Predictions And Comparison With Actual Price 

Date Actual Closing Price Predicted Closing Price 

16.07.2012 $21.56 (Actual value used) 

28.01.2020 $79.42 $80.45 

Difference between Actual Closing Price and Predicted Closing Price $1.03 

Accuracy of Prediction 98.7% 

 
B. Testing the Predicted Day to Day Movement Against Actual Day to Day Movement of the Closing Price 
To test the adherence of the predicted prices against the actual movement of the closing price, the root mean squared error (RMSE) 
was calculated and the actual movements plotted against the predicted movements. The results have been summarised below (table-
6)- 
 

TABLE 6 
ROOT MEAN SQUARED ERROR 

RMSE 11.023 
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The graph plotting the movement of the predicted prices and actual prices is  as follows (figure- 4)- 

 
Fig. 4 Predicted Price Movement versus Actual Price Movement 

 
VI. CONCLUSION 

Clearly, while the final prediction price is extremely close to the actual final price, the adherence to the actual movement of the 
stock price is poor thus making the accuracy of the final close price a chance occurrence. 
The primary cause of the poor adherence of the predicted prices to the actual movement of the closing price seems to be a lack of 
high quality data and corruptions in the data set used for the study. Headlines which might not be exactly related to AAPL or 
unreliable sources could’ve been the cause of the corruption.  
Consistent headlines scraped from reliable sources will not only lead to better results in the “sentiment scoring of the headlines” step 
but also in the subsequent step of assigning mean percentage change to each sentiment score range. 
The suggested framework for modelling and predicting stock prices based on news headlines is heavily reliant on clean, usable 
headlines, the utilisation of which could potentially produce better results. 
Given the current data set used and the methodology applied, however, the average accuracy of a prediction won’t be good enough 
to warrant a trading decision. Long duration scraping of reliable data could produce better results but doesn’t guarantee the success 
of the framework considered in this study. 
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