
 

11 IV April 2023

https://doi.org/10.22214/ijraset.2023.50695



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 11 Issue IV Apr 2023- Available at www.ijraset.com 
     

 

 

2503 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 
 

Big Data Stream Mining Using Integrated Framework 
with Classification and Clustering Methods 

 
Mr. M. Nagasuresh1, Ms. R. Roopa2 

1Assistant Professor, Department of Information Technology, Karpagam Institute of Technology, Coimbatore, Tamilnadu, 
India 

2Assistant Professor, Department of AI & DS, Arjun College of Technology, Coimbatore, Tamilnadu, India 
 

Abstract: The causes of numerous sorts of big data and data stream problems include the quick development of industry firms, 
the vast amount of data generated by these innovations, and the exponential growth of industrial company websites. There are 
numerous stream data mining algorithms for classification and grouping, each with its own unique set of attributes and 
important features. Ensemble classifiers aid in enhancing the greatest prediction performance results from these cutting-edge 
techniques. Ensemble approaches teach multiple types of classifiers and clusters rather than a single classifier. Their machine 
learning prediction findings are merged to form a voting schedule. This research offered a framework for stream data mining 
based on miss categorization stream data, utilizing the advantages of assembly technology. Real-world data streams are used in 
experiments. The experimental results are compared to modern popular ensemble techniques such as Boosting and Bagging. 
The test results show an increase in accuracy rate and decrease in classification time. 
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I. INTRODUCTION 
Every online application now has a substantial need to process massive amounts of data from many sources in the rapidly 
expanding big data era. This growth is accelerating swiftly and having a positive impact on all business and technological 
environments for the benefit of both organisations and individuals. Additionally, big data analysis aims to instantly extract 
statistical data using data mining algorithms that help with probability calculations, information discovery, categorization of recent 
events, and decision-making. However, the increase in classification speed comes at a price, with inaccurate relative class 
assignment regardless of the machine learning techniques utilised and a discrepancy in estimation from the original [1-3]. 
This research focuses on finding a solution to this issue by accelerating the mining of streaming data streams with high accuracy rate 
based on miss categorization data streams. The nature of big data and how it relates to applications in the real world are covered in 
Section 2. Modern data stream mining techniques are briefly discussed in Section 3's discussion of data stream mining. The prior 
research on data stream classification is presented in Section 4. Section 5 suggests a classification scheme. Results and experimental 
setups are shown in Section 6. Section 7 concludes by providing conclusions that compile results. 
 

II. BIG DATA 
One definition of "big data" is the vast volume of data that exceeds a given threshold. However, there are numerous more ways to 
describe this term. Others are characterized as data that standard analytical tools like Microsoft Excel cannot handle. More widely 
used methods defined large data as having the characteristics of variety, velocity, and volume.  
Big data analytics is a cutting-edge method that combines numerous methods and processes to glean priceless insights from 
unstructured data that, for whatever reason, is not appropriate for the conventional database system. 
Applications for big data can be found in a variety of industries, including the financial, technological, electronic governmental, 
commercial, and healthcare sectors. Energy control also uses big data, anomaly detection, crime prediction, and risk management in 
other particular situations. Big data are a powerful control for all business types. 
Information data can be characterized as a novel investment vehicle, an alternative kind of money, and an original source of 
priceless items. The ability of big data, which has effective corporate growth techniques, has been made public. However, it cannot 
be stated that all big data strategies cannot be applied to all business models. Regardless of the volume of data, it is a universal truth 
that a data information strategy is still beneficial. This vast amount of data in use creates brand-new, difficult detection challenges 
and encourages data stream mining [4]. 
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III. DATA STREAM MINING 
Data mining and data streams are two disciplines related to data stream mining in computer science. It turns out to be fundamental to 
many computer science applications, including robotics, e-commerce, spam filtering, industrial engineering processes, credit card 
transaction flows, sensor networks, etc. 
Although the data stream mining task differs significantly from traditional data mining tasks in terms of processing or execution, the 
goals are the same. Because of the following reasons, standard data mining algorithms cannot be applied directly to data streams: 
1) Data streams can contain a significant amount of data and an essentially infinite number of components. 
2) Data Streams are capable of arriving at the system quickly. 
3) Data streams may be modified in a variety of ways during processing distribution times. 
 
As a result, earlier information must be stored in compressed format structured by data stream techniques. The following groups 
comprise the most popular techniques for classifying data streams: 
 Instance-Based Learning Methods 
 Bayesian Learning Methods 
 Artificial Neural Networks Learning Methods 
 Decision Trees Learning Methods 
 Ensemble Learning Methods 

 
A. Instance-Based Learning Methods 
K-nearest neighbours learners are another name for instance-based learning classifiers. The prior data pieces must be stored in the 
memory because these instance classifiers may handle incremental learning methods. As a result, many typical learning techniques 
cannot be applied directly to data streams [5]. Instance-based classification techniques from every series were reported in [7]. 

 
B. Bayesian Learning Methods 
The common Bayesian theorem serves as the foundation for Bayesian learning classification techniques. Utilising the current 
training dataset, Bayesian learning seeks to assess the critical likelihoods. Then, new data is categorised using a learning algorithm; 
the group that maximises the following probability is assigned to an unlabeled or uncategorized element. The Naive Bayes method 
of learning is used incrementally. They must, however, have a set amount of memory. These Naive Bayes learning characteristics 
may be useful in the data stream mining process [5]. 

 
C. Artificial Neural Networks Learning Methods 
Learning algorithms for artificial neural networks are probably inspired by animal nervous systems. The most popular technique for 
learning classification is the multi-layer perceptron. When there are numerous data streams used for training, neural network learning 
can be changed to a single-pass incremental method. The amount of input synapses and neurons must remain constant throughout the 
learning process to maintain the same level of memory demand. Data streams may benefit from the neural network's aforementioned 
characteristics [5, 8]. 

 
D. Decision Trees Learning Methods 
Modern technology Data stream classification can be done using decision tree techniques. The Hoeffding trees approach provides 
the foundation for the algorithms of this type. Hoeffding tree selects an attribute that is suitable to split tree nodes for the static data. 
All of the data pieces of the node cannot be stored in memory due to the unlimited size of the data streams. As a result, data streams 
are handled by evolutionary learning algorithms. The VFDT algorithm is the most prominent technique for this type of learning [10] 

 
E. Clustering Methods 
For unsigned instances with homogeneous groupings relating to their commonalities, clustering can be employed. Clustering can be 
done using streaming methods on two different levels: online and to get rid of similar data that is offline. The stream is effectively 
used to compute and update a set of very small clusters at the online level; offline, the micro clusters are processed using a traditional 
batch clustering method, such as k-means. Online level clustering simply uses one pass step for the input data, but offline level 
clustering involves multiple processing phases.  



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 11 Issue IV Apr 2023- Available at www.ijraset.com 
     

 

 

2505 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 
 

Considering that the offline processing can be divided into a number of small clusters and called when the stream is finished. Also, 
they can refresh the collection of discrete clusters on a regular basis in accordance with their required stream flows. 
Due to its simplicity, the k-means clustering method is one of the most popular clustering techniques. The value of k is first picked 
at random to begin the clustering process, but most widely used established methods start with 1, and some start with 5 or 10. Each 
instance is then assigned to the closest centroid based on that centroid value. The cluster centroids are once more calculated using 
the assigned instance's centre of mass. 
Once the desired criterion is met or the assignments cannot be modified, this computation is repeated. Because data streams require 
multiple passes to cluster, this routine cannot be used for data stream mining [16]. 
Nonetheless, the Bayesian Classifier, Ensemble Classifier, Decision Tree, and Cluster are the main topics of this work. 
 

IV. LITERATURE REVIEW 
On the typical dataset of data stream mining, research for big data categorization has been the subject of hundreds of scholarly 
papers. These completed works are characterised in accordance with the classification of the aforementioned cutting-edge 
classification categories. 
In paper [6], the author discusses the key capabilities of the various streaming data processing systems that have been established. 
They clearly outline the future directions for research on high-speed, large-scale mining techniques for streaming data from various 
angles, including procedures, implementation style, and performance evaluation analysis. They made it very apparent that although 
Instance-Based Classifiers take much longer to complete, they are more accurate than other classifiers. Thus, the authors in [17] 
introduced the nearest neighbour incremental classifier, taking advantage of distributed computing's benefits to execute faster 
updates. 
An operational pattern-based Bayesian learning classifier for handling data streams was proposed in [18]. In order to learn more, 
the researchers in [19] applied the well-known and very effective "Naive Bayes Algorithm" on a vast amount of complex data. 
They suggested a reduction strategy to exclude comparable data, which sequentially decreases computing time, lowers memory 
space requirements, and improves the functionality of the Nave Bayes algorithm. Their research points to extremely effective 
Naive Bayes algorithms or massive data streams. 
Numerous writers suggested using Neural Network Deep Learning techniques in various ways for data stream processing. Deep 
learning neural network topologies have the capacity for complex tasks and occasionally surpass humans in specific application 
domains.  
Despite the obvious impressive progress in this field, training deep architectures presents an unsolved optimization challenge with 
a sizable number of hyper-parameters.  
Due to this, a version of the Neural Network Integrated Framework has been introduced in [20] to enable highly scalable online 
calculation capabilities for mining data stream. 
Many surveys and studies on data stream categorization and regression problems have been conducted by [13]. They reviewed a 
wide variety of ensemble data stream processing techniques and introduced novel learning strategies for processing imbalanced data 
streams, including complicated data representation, semi-supervised learning, structured outputs, and detection methods. Iterative 
Boosting Streaming Ensemble (IBS), which the authors of [16] suggest, is a novel ensemble learning approach that can categorise 
streaming data. In order to prevent the risks associated with vote-based separated ensembles, the authors in [21] offer a new 
distributed training strategy for ensemble classifiers. The name of this model is "LADEL." 
 

V. PROPOSED FRAMEWORK 
Let DS = S1, S2,..., St, be a data stream input as a series of batches, with St = S1..., SN being an unlabeled batch. Consider the 
equivalent labelled set, defined as St = (S1, L1)..., (SN, LN), that can be employed during the training stages. Suppose the genuine 
class label Li of instance Si, for I = 1... N.  
For incoming unlabeled real-world data, the class labels must be manually forecasted. The common stream dataset does not require 
this state an automated system for mining data streams that consistently performs well in terms of categorization accuracy, 
computation speed, and memory utilization. 
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Fig. 1. Integrated Framework for Big Data Streams 

 
The basic classifier classifies St's instances after labelling batches of data. There is a presumption that the labels' names will be 
known as soon as the classification procedure is complete, allowing for the prediction of this batch's miss classification mistake 
and the clear identification of the proper instance stream. Not all techniques are appropriate for all data streams, and the 
performance of the classifier can be decreased by the uncertain, ambiguous, incomplete, and subjective data. As a result, after the 
classification procedure, the misclassification data streams are filtered out. Following the creation of the filtering process, an 
assembly approach is developed utilising a basic cluster to enhance the model and concentrate on data streams that are challenging 
to categorise. Separated from correctly labelled streams, clean data streams CDS= "S1, S2..., St" from DS, are the miss categorised 
data streams, MDS = "S1, S2..., St." The left incorrect data streams are then labelled using an ensemble clustering method, or 
MDS. Following the clustering of MDS batches, the accuracy for each cluster is determined, and the overall accuracy of the DS 
can also be determined as shown in Fig. 1. 
 

VI. EXPERIMENT RESULTS 
The ensemble effect is examined using the well-known data set of streams, real-world Electricity [22] data. The electrical market 
in New South Wales, an Australian State, served as the source of the data on electricity. Pricing in this market are erratic and 
dependent on supply and demand. It includes actual data that was gathered for two years and seven months at intervals of 30 
minutes. There are 45,312 occurrences in this dataset, each with five different values for the time, day, period, and price. The 
change in price that corresponds to the moving average (MA) of the previous 24 hours is defined by the class label. 
The classification of data streams is the topic of the experiments. The system has to know the label of the class in order to filter out 
the data that has been incorrectly categorised, hence the experiment design is built using the evaluate prequential approach. First, the 
results of the classification using the well-known classifiers Naive Bayes and VFDT are displayed in Table I. 

 
TABLE I. PERFORMANCE MEASUREMENT COMPARISON FOR SINGLE STANDARD DATA STREAM 

CLASSIFIERS 
Name of Data 
Stream 
Algorithm 

Classification 
Accuracy (%) 

Kappa 
Statistic 

Kappa 
Temporal 
Statistic 

Elapsed 
Time (s) 

Naive Bayes 73.07 40.89 -83.57 0.67 
VFDT 72.23 43.59 -89.30 0.52 

 
The data streams are tested with the standard ensemble methods of Leveraging and Boosting. The results from the experiments are 
summarized in Table II. 
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TABLE II. PERFORMANCE MEASUREMENT COMPARISON FOR ENSEMBLE DATA STREAM CLASSIFIERS 
Name of Data 

Stream Algorithms 
Classification 
Accuracy (%) 

Kappa 
Statistic 

Kappa 
Temporal 
Statistic 

Elapsed 
Time (s) 

LeveragingNB 52.82 12.95 -221.62 1.58 
LeveragingVFDT 75.497 48.38 -67.04 4.25 
OZOBoostNB 74.322 44.38 -75.04 1.02 
OZOBOOSTVFDT 69.352 39.70 -108.92 1.72 

 
Next experiments are conducted utilising the straightforward KMeans clustering approach for the proposed framework's portion. 
Table III presents the data and outcomes. These added activities can ensure categorization accuracy but must be mindful of passing 
time. Table IV provides an illustration of the suggested ensemble method's overall performance. 
 

TABLE III. PERFORMANCE MEASUREMENT COMPARISON FOR CLUSTERING FOR MISS DATA 
Data Stream Classification 

Accuracy (%) 
Data Count Elapsed 

Time (s) 
Miss data for NB 45.57 12202 0.03 
Miss data for 
VFDT 

59.29 12583 0.08 

 
TABLE IV. PERFORMANCE MEASUREMENT COMPARISON FOR PROPOSED ENSEMBLE DATA STREAM 

CLASSIFIERS 
Name of Data Stream 

Algorithms 
Classification 
Accuracy (%) 

Elapsed 
Time (s) 

Improved 
Accuracy (%) 

NB + KMeans 88.04 0.7 14.97 
VFDT + KMeans 88.69 0.6 16.46 

              
              
              
              
              
              
              
              
              
              
              
              
              
              
              
             
                                                        

 
 
 
 

 
Fig. 2. Measurement Comparison for proposed Integrated Data Stream Classifiers and Standard Integrated Classifier 
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Then the comparison is carried out the proposed ensemble method and the state-of-the-art ensemble methods and results are shown in 
Fig. 2. From these results, it can be seen clearly that the proposed framework not only can increase the classification accuracy but 
also less than in elapsed time. 

 
VII. CONCLUSION 

In this paper, the ensemble framework constructed from the data streams classifiers and simple K-Means clustering is proposed for 
mining data streams. The proposed framework of the ensemble learning classifiers, the combination of Naïve Bayes and K-Means, 
and VFDT and K-Means, has been evaluated. Furthermore, the comparison of the proposed framework against state-of-the-art 
ensembles, Leveraging and Boosting using standard data stream set. The results clearly show that the proposed framework not only 
can improve the classification accuracy based on mis-classification data, but also can reduce the time taken than the above 
standard ensemble techniques. Future research will concentrate on learning the influence of the size of stream data and more 
effective ensemble mechanisms on accuracy of the ensemble classifier. 
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