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Abstract: The system of using pre-made bar codes to identify a product during its billing process is time-consuming and labour 

intensive. The relatively unique barcode needs to be first produced, then it must be manually attached to the product. This 

requires a lot of pre-processing work on the products to make them ready for identification and classification. This paper 

presents an alternate system that works on the principle of using the products’ natural characteristics like its discrete and 

distinguishable looks to identify and classify them during the billing process. It’s mimicking the human way of identifying and 

distinguishing the products.  

To implement this system, we need to move away from conventional methods of programming and use a different paradigm for 

designing software systems based on an artificial intelligence concept i.e., machine learning. We use machine learning 

techniques to design the working philosophy of this system. The algorithms in Deep Neural Networks which is a part of Artificial 

Neural Networks, help in creating a model to base our software system’s operational logic. Especially the models based on 

Convolutional Neural Networks have been proven to be efficient in providing a model for image classification. This paper 

discusses the abstracted software system from the base billing process without worrying about the hardware environment. We 

choose Python and its web framework Django to design the UI to implement this system over a distributed network within any 

establishment that needs to incorporate this process so that each node that has to process billing need not have to adhere to the 

hardware requirements imposed on them to run the various CNN models which are reliant on the GPU-based tensor 

architecture of TensorFlow. The system also provides mechanisms for inventory management over distributed networks and 

simple data analytics based on local sales. 

I. INTRODUCTION 

The barcode system is widely used to identify the products when automating the billing process. While this reduces the time needed 

to bill an item relatively compared to the manual method of billing, it is still not as efficient, because the products need to be 

individually affixed with barcodes every time.  

This process is not only tedious but also labour intensive. Items with variable quantities also exist in most stores, these items cannot 

be billed using barcodes as they are packaged during checkout and cannot be affixed with barcodes without creating new barcodes, 

this is again a time-consuming redundant process.  

This system of barcodes is so widely used because it makes the identification of an entity by a machine easy as the machine can 

understand and easily differentiate the barcodes compared to other natural characteristic data like the physical appearance of an 

entity. Machines have a tough time recognizing images and other visual data using conventional technologies, thus we must look for 

a new paradigm of design techniques that change the way machines work.  

We can find that in the field of Artificial Intelligence as it deals with designing machines that mimic human behaviour, the design 

philosophy we are looking for.  

The technology we require can be found in Machine Learning. It uses a different working philosophy compared to conventional 

programming. In conventional programming techniques, programmers create rules for machines that they can later use to change the 

input to the user’s desired output, but in machine learning, programmers give the computer enough input and output so that it can 

create its own rules based on the input to output associations and then use those rules to work on data which is similar and 

homogeneous to its original input-output data.[1] It gave rise to software systems that create rules for programs by studying the data 

and evolving. Machine learning again has further advancements in its subfields, especially Deep Learning. Deep earning is a 

subfield of machine learning that deals with algorithms stimulated through the structure and working of the human brain called 

Artificial Neural Networks [3]. 

We will discuss some of the terminologies and mechanisms that can be used to create a billing system using the various 

technologies and sub-fields of machine learning in this paper. 
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II. RELATED WORK 

Wo Chang et .al [2] remarked that never in history have we humans created so much digital data and the collective digital footprint 

of humanity continues to grow almost exponentially. Even though Machine Learning had a relatively early start in 1952 by Arthur 

Samuel [18], it did not take off due to the lack of data needed to effectively create systems that can be trained with machine learning. 

Machine learning is seeing a lot of traction and development in current times mainly because of the advancements in Big Data [2] 

and various other data analysis and data science fields and mainly the availability of data for the machines to be trained. All these 

factors lead to an unprecedented advancement drive in machine learning using all the data we currently hold to train and create 

models that can again learn and grow. 

M. I. Jordan et .al [1] suggested that Machine learning addresses the question of how to build computers that improve automatically 

through experience. Machine Learning can be broadly classified into three categories, they are, reinforcement learning, 

unsupervised learning, and the most widely used supervised learning [1]. Our desired system requires supervised ways of learning 

so we can implement computer vision and object detection. Supervised learning is widely used in various classification tasks and 

since image recognition is also a way of classification, we need to use techniques based on supervised learning. Machine Learning is 

currently being extensively used to create systems in the fields of web search, computational biology, finance, E-commerce, space 

exploration, robotics, Information extraction, social networks and system debugging [4].  

Yann LeCunn et .al [5] suggested that deep neural networks let in computational techniques which might be composed of multiple 

processing layers to study representations of statistics with multiple ranges of abstraction. These new strategies have substantially 

progressed the development and improvements in speech recognition, visual object recognition, object detection [4]. and many 

different domains which include drug discovery and genomics  

Ajeet Ram Pathak et .al [4] suggests that Object detection is the first step in any visual recognition activity, it is the methodology of 

deciding the example of the class to which the object has a place and assessing the area of the object by yielding the bounding box 

around the object. Identifying a single example of class from the image is called single-class object detection while identifying the 

classes of all objects present in the image is known as multi-class object detection. Various difficulties like fractional/full 

impediment, differing light circumstances, presents, scale, and so forth are required to have been taken care of while playing out the 

object detection. After successfully detecting the image, the next step involves classifying the image. 

Deepika et .al [6] suggests that image classification is the name given to the technique where a computer can break down an image 

and distinguish the group the image falls under. These groups can later be used to classify a new image.  

One of the most famous deep neural networks is the Convolutional Neural Network (CNN) [3]. It is named so after the 

mathematical linear operation among matrices called as convolution. It takes this call from a mathematical linear operation among 

matrixes called convolution. The CNN has a top-notch performance in device gaining knowledge of problems. Especially the 

applications that deal with picture data, including the biggest image dataset (Image Net), computer vision, object detection and 

natural language processing and the outcomes completed have been very splendid [3]. The results of ILSVRC 2010 shows us that 

systems built on convolutional neural networks are marginally better than any past classification system by achieving the lowest 

recorded error rate of 17% [3]. 

Athanasios Voulodimos et .al [7] has concluded that convolutional neural networks can be used as they provide efficient 

mechanisms for object detection as they support feature learning, translation invariance and generalization. CNNs are widely used in 

other fields that also require object detection, like facial detection [7]. Google’s FaceNet [22] and Facebook’s Deep-Face [23] use 

CNNs to implement computer vision. 

III. ANALYSIS AND INTERPRETATION 

Hardware specification for this system is done by abstracting most of the specific hardware and only stating the core functionality 

needed in the hardware. This system requires four basic mechanisms, A network of computer(s) for running and using the system, A 

video capture device to get the image data of the system, a weighing machine to record the weight of the product and a printer for 

printing the bill. Figure 1 shows the block diagram for the proposed system. 

Software analysis is the main focus of this paper and after analysis of available techniques in our literature review, we begin the 

design of the software system with three basic functionalities as shown in figure 2, namely: 

1) Classification of the products 

2) Inventory Management 

3) Data analytics 
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Fig 1: Block diagram of System Architecture 

 

A. Classification of products 

This is the core functionality of our system. From our literature survey, we found out that a model of our required software system 

can be created using an implementation of an algorithm based on deep neural networks.  

Most deep learning strategies utilize neural network architectures, which is the reason deep learning models are regularly alluded to 

as deep neural networks. The expression "deep" ordinarily alludes to the quantity of stowed away layers in the brain organization. 

While deep neural networks can have upwards of 150 secret layers, normal neural networks usually don’t exceed four. Deep 

learning models are prepared by utilizing enormous arrangements of marked information and natural brain neural designs that create 

features straightforwardly from the information without the requirement for manual feature extraction. 

A CNN convolves learned highlights with input information, and utilizations 2D convolutional layers, making this design 

appropriate to handling 2D information, for example, images [20]. CNNs wipe out the requirement for manual component 

extraction, so you don't have to distinguish highlights used to characterize pictures. Various sub-modules under this use case are 

discussed below. 

 
Fig 2: Distributed Architecure of the Proposed System 
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1) CNN Architecture: The common architecture of a CNN is called VGG16 [8] The CNN works by removing highlights 

straightforwardly from pictures. Prior training is not done on the required and distinguishable features, they are instead trained 

by the model while it works on the datasets. This automatic mechanism of deep learning makes it exceptionally precise for the 

computer vision task that we require. Object recognition calculations like YOLO [24] can perceive and find the item in a scene 

and can find different articles inside the picture. The system’s operational model is created using convolutional neural 

networks in order to efficiently implement object detection [7]. Utilizing GPU speed increase can accelerate the interaction 

fundamentally. Utilizing MATLAB [25] with a GPU lessens the time expected to prepare an organization and can cut the 

preparation time for a picture arrangement issue from days down to hours. MATLAB has levels of encapsulation that allows 

automatically utilizes the GPU depending on its availability to reduce programmer intervention [8]. 

2) Frameworks: We make use of an extensive software library for implementing object classification called TensorFlow [21]. 

Created and maintained by Google, it has the most robust set of classes and methods we can use for our system [19]. It uses 

dataflow graphs to model a neural network and various other machine learning algorithms. Although the main tools are written 

in C++ and CUDA(Compute Unified Device Architecture) [26], its python-based API is the most commonly used version as 

python is a lot more versatile compared to other languages. 

3) Dataset: We use a dataset called Grocery Store created by Klasson et al. in [12], it has image data of fruits, vegetables, dairy 

and juice products from 18 different grocery stores. This dataset has 5125 images belonging to discrete 81 classes, with each 

class containing 30 to 138 images. They also have 46 coarse scaled classes. The model will be trained and tested using this 

dataset during development. After production, the model will be trained using product image data available to the individual 

establishments that decide to implement this system. This creates a customized model for each establishment’s unique needs. 

4) High-level APIs: We make use of two high level APIs namely Keras [27] and Estimator [28] in order to implement the models. 

Keras has many modules which be used to implement different functionalities in the model and take care of the graph 

construction. Estimators simplify the model slightly by using the model’s hyperparameters. Custom models can be created 

using Estimator functions and applying Keras modules to construct the main overall structure for data processing. 

5) Localization: localization is usually implemented using the sliding-window technique when working with convolutional 

neural networks, but due to its poor efficiency and slow speed, so we use a new cascading architecture created by Jonathan 

Thompson et .al [9]. It is not only efficient but also compensates for the accuracy loss in pooling by combining both the scales 

of convolutional networks.  

 

Figure 3 shows the block diagram for the operational process of the trained convolutional neural network implemented. The CNN 

model returns class data to Django after receiving image input from the Django handler. The billing app then retrieves the item data 

from the item database like its full name and price to sends it to the main Django MVC controller for displaying the product details 

and effectively recording it. Thus, the process of object detection and classification can be implemented using this architecture. 

 
Fig 3: Block Diagram of System Operational Procedure 
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B. Inventory Management 

The users need to be able to create new items, read existing item data, update existing item data and delete item data. These use 

cases can be implemented using an MVC capable web-based framework for distributed computing capabilities. Thus, we use 

Django. A basic interface for users to manage the establishment’s inventory can be made using HTML5, CSS and various styling 

frameworks like Bootstrap and jQuery. We use Django as middleware and MySQL as the backend to store user, item data. Each of 

the main use cases is deployed as individual Django apps to adhere to the DRY principle. Like most MVC frameworks, Django has 

support for simultaneously distributed computing and thus there is no danger of data asynchronization. 

We chose MySQL for this system as it is capable of rapid parallel processing and robust relational models. All three subroutines 

listed here require database access which makes nodes make multiple types of requests to the database. MySQL is reliable and is 

used as an industry-standard in many production systems. 

 

C. Data Analytics 

We can implement the required data analytics using python. Various graphical representations of data can be made with periodical 

analysis to implement a basic level of business intelligence. We also provide situational business analytics related to the trending 

item sales on each node. This enables the establishment managers to plan the placement of the most sold items in areas with the 

most traffic in order to maximize sales nearby billing nodes. Another implementation of business analytics is related to item-item 

relationships. There are certain items that are dependent on the sales of another item. This system provides analytics to maximize 

the sales of these related items by recommending discounts when one of the items in the relationship starts trending.  

After a thorough analysis of the available technologies that can be used to replace the current system of using bar codes and RFIDs, 

we have proposed a system that uses Machine Learning and Convolutional Neural Networks to establish product classification 

instead of the existing one. The identification of products will be done using a live feed of the product. The product need not be 

changed or altered in order to be identified as all of the processing work that is needed to identify the product is done once and can 

be used for the product till it changes its recognizable image. This system is relatively less labour and time-intensive and reduces the 

cost of maintenance and operation for small to medium scale retail outlets. Many grocery shops sell non-pre-packaged products and 

now incorporate them into the billing process, which could not have been possible with the current system.   

IV. CONCLUSIONS 

The continuous and rapid development of powerful computing equipment along with huge advancements in data analytics and big 

data made object detection technology based on deep learning possible, this helps people to implement efficient versions of systems 

we already have. One of the areas we are focusing on is the system of semi-autonomous billing. After reviewing some of the 

commonly used detector algorithms, the available technologies needed for our proposed mechanism and related work, we have 

successfully discussed the design of a system that has a distributed architecture to support multiple billing counters in large 

establishments like supermarkets and hypermarkets, can bill products without the requirement of the tedious and labor intensive task 

of creating barcodes and affixing them by using the product’s visual characteristics and can perform business analytics to implement 

business intelligence. Through the use of convolutional neural networks, we have created the design to a system that can improve 

itself by updating its model based on various reinforcement techniques. All these factors help in concluding that the proposed 

system is marginally efficient than the system currently being used.  
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