
 

13 VII July 2025

https://doi.org/10.22214/ijraset.2025.73189



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 13 Issue VII July 2025- Available at www.ijraset.com 
     

 
1428 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

Brain Tumor Image Classification Using Deep 
Learning 

 
Rakesh Chalamala1, Dr.M.Dhanalakshmi2 

1Post-Graduate Student, Department of Information Technology, Data Science Jawaharlal Nehru Technological University, 
Hyderabad, India 

2Professor, Department of Information Technology, Jawaharlal Nehru Technological University, Hyderabad, India 
 

Abstract: Brain tumors represent a severe medical condition that can lead to significant neurological damage or death if not 
diagnosed early. Traditional diagnostic methods, though effective, often involve time-consuming processes and require expert 
interpretation. In this project, we propose a deep learning-based approach to automate brain tumor detection using magnetic 
resonance imaging (MRI) scans. The system leverages the VGG19 convolutional neural network architecture, pre-trained on 
ImageNet and further fine-tuned for binary classification of MRI images into “Tumor” and “No Tumor” categories. The model 
architecture is enhanced with additional dense layers to improve its ability to learn complex patterns specific to medical 
imaging.The classification model is deployed within a Flask-powered web application, enabling users to upload brain scan 
images and receive classification results in real-time. The image is preprocessed, resized to a fixed dimension, and passed 
through the trained model for prediction. The application aims to provide an accessible tool for preliminary tumor screening, 
particularly in scenarios where immediate medical expertise may not be available. This integration of deep learning and web 
development demonstrates the potential for AI-driven tools to supplement healthcare workflows, reduce diagnostic delays, and 
support clinical decision-making.It serves as a foundational step toward building scalable, intelligent medical diagnostic tools 
that prioritize both performance and accessibility. 
Keywords: Brain Tumor Detection, MRI, VGG-19, Convolutional Neural Network, Deep Learning, Medical Imaging, Transfer 
Learning, Feature Extraction, Brain MRI Classification, Computer-Aided Diagnosis. 
 

I. INTRODUCTION 
Brain tumors are complex medical conditions caused by abnormal tissue growth in the brain, which can lead to severe neurological 
and functional impairments. Accurate diagnosis at the right stage plays a crucial role in improving treatment outcomes. However, 
traditional diagnostic practices like manual examination of MRI scans require expert interpretation and considerable time. In many 
healthcare systems, especially in resource-limited regions, timely identification of such conditions remains a major hurdle. 
With the evolution of artificial intelligence, particularly in deep learning, the field of medical imaging has seen significant 
technological progress. Convolutional Neural Networks (CNNs) have become a powerful tool in detecting patterns and 
abnormalities in medical scans. This project focuses on developing a deep learning-based classification system that can identify 
whether a brain MRI scan indicates the presence of a tumor or not. 
The solution is based on VGG19, a deep convolutional neural network architecture known for its robustness in image recognition 
tasks. By applying transfer learning, the pre-trained model is adapted for binary classification with added dense layers. This reduces 
the need for large-scale training data while ensuring reliable performance on medical images. 
To ensure accessibility and usability, the trained model is integrated into a web application using the Flask framework. The 
application allows users to upload MRI images, processes them to the appropriate format, and delivers classification results 
instantly.In the proposed system, once the user inputs the required environmental and soil parameters, the model processes this 
information using standardized and normalized data transformations. The trained Random Forest model then predicts the most 
suitable crop for cultivation in those conditions. This prediction mechanism can be incorporated into a user-friendly interface for 
real-time use by farmers and agricultural advisors.The implementation of such a recommendation system is a step forward in 
integrating artificial intelligence into agriculture. It has the potential to enhance crop yield, reduce resource wastage, and support 
sustainable farming by aligning crop choices with precise field conditions. Furthermore, the adaptability of the model makes it 
useful for diverse agricultural zones, enabling better planning and resilience in the face of climate variability. 
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II. LITERATURE SURVEY 
1) Applied CNN models for brain tumor classification using MRI images: 
Authors: Mohsen et al. 
The paper showed that convolutional neural networks outperform traditional machine learning methods by automatically learning 
features from raw images, eliminating the need for manual extraction. 
 
2) Used pre-trained VGG19 model with fine-tuning on medical image dataset: 
Authors: Hossain et al. 
Hossain et al. successfully applied transfer learning using the VGG19 model, demonstrating that pre-trained architectures fine-tuned 
on medical datasets can achieve high accuracy even with limited data. 
 
3) Developed a deep CNN model for brain lesion segmentation in MRI scans: 
Authors: Pereira et al. 
focused on tumor segmentation rather than classification, using a CNN to localize tumor regions within brain MRIs, which, 
although relevant, addresses a different aspect of tumor analysis. 
 

III. EXISTING WORK 
Brain tumor detection has traditionally relied on the interpretation of MRI scans by radiologists, who identify and classify tumors 
based on visual patterns and clinical experience. Although this approach is well-established and clinically accepted, it is often time-
consuming and prone to variability in diagnosis due to differences in expertise, fatigue, and limited availability of specialists. To 
support this process, various computational techniques have been introduced over time. 
Early attempts to automate brain tumor detection involved conventional machine learning algorithms such as Support Vector 
Machines (SVM), k-Nearest Neighbors (k-NN), and Decision Trees. These methods required manual feature extraction, such as 
texture, intensity, or shape-based descriptors, which were then fed into classifiers. While these systems achieved moderate accuracy, 
they lacked the flexibility to generalize across diverse patient data and imaging conditions. 
Limitations: 
1) Earlier machine learning approaches require human-defined input characteristics such as surface texture, brightness levels, and 

structural outlines to function effectively, which limits their adaptability. These features are dataset-specific and lack the ability 
to generalize across varying image conditions, leading to inconsistent performance. 

2) Most deep learning-based models are developed and tested in academic or research environments. They are rarely translated 
into usable tools for clinicians or non-technical users, limiting their practical impact. 

3) Due to their computational complexity, some models are not viable for use in low-resource settings where high-end hardware is 
unavailable. This makes them unsuitable for low-end systems or clinics with limited hardware capabilities.  

 
IV. PROPOSED WORK 

To address the limitations observed in traditional diagnostic systems and research-bound deep learning models, this project proposes 
a web-based brain tumor classification system powered by a fine-tuned deep learning architecture. The system is designed to 
classify MRI brain scans into two categories: “Tumor” and “No Tumor.” It uses the VGG19 convolutional neural network as the 
backbone model, enhanced with additional dense layers for binary classification. By employing transfer learning, the system 
benefits from the pre-trained knowledge of VGG19 while adapting to the specific task of tumordetection.The system leverages a 
labeled MRI dataset to fine-tune the model for binary classification. Once trained, the model is seamlessly embedded into a Flask-
based web interface, allowing users to submit MRI images, process them instantly, and obtain predictions through a clean and 
interactive front-end. The proposed solution combines high model accuracy with accessibility and ease of use. It eliminates the need 
for manual feature extraction, requires no specialized software installations, and is deployable on standard systems with minimal 
configuration. This makes it practical for use in clinics, diagnostic labs, or educational setups with limited resources. 
 
Objectives: 
1) This project is designed to build an effective and accessible system for brain tumor classification using MRI images.. 
2) The core aim is to develop a deep learning-based model, specifically utilizing the VGG19 architecture through transfer 

learning, to accurately distinguish between tumor and non-tumor cases. 
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3) Another key goal is to integrate this model into a web application using the Flask framework, allowing for real-time image 
upload and classification through a user-friendly interface.. 

4) The solution is also designed to be lightweight and scalable, making it suitable for deployment even on systems with limited 
hardware capabilities.. 

 
V. SYSTEM ARCHITECTURE 

 
FIG. General System Architecture of Classification 

Workflow: 
In our framework, we have proposed a procedure that is separated into various stages as appeared in Figure . 
The five phases are as per the following:  
 Data Collection 
 Image Preprocessing 
 Model Selection – Leveraging Pre-Trained VGG19 for Model Development 
 Model Training and Fine-Tuning 
 Web Interface for Image Upload 
 Result Display on Interface 
 

VI. METHODOLOGY AND IMPLEMENTATION 
The implementation phase translates the design and theoretical components of the brain tumor classification system into a fully 
functional application. It focuses on integrating machine learning with real-time user interaction using a web interface. Each module 
of the system — from image input to model prediction — was carefully developed using modular Python scripts and industry-
standard libraries. 
A. Data Collection:  
Data collection starts with assembling a diverse set of MRI scans, representing both healthy and tumor-affected cases. The dataset 
comprises MRI images collected from reliable, publicly accessible medical image archives. A balanced dataset with varied 
examples is crucial to ensure the model learns to distinguish between both conditions accurately and performs reliably during real-
time classification. 
 
B. ImagePreprocessing: 
Before being passed to the model, each MRI image undergoes preprocessing. This includes resizing all images to 240×240 pixels, 
converting grayscale or incompatible formats to RGB, and normalizing pixel values. These steps ensure that the input format 
matches the requirements of the VGG19 model and reduces noise or inconsistencies that could impact performance. 
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C. Model Selection: 
The model architecture leverages VGG19, previously trained on a large-scale dataset, and adapts it to suit the brain tumor 
classification objective through transfer learning. Transfer learning is applied by reusing the convolutional base of VGG19 and 
adding custom dense layers at the top for binary classification (tumor vs. no tumor). This approach significantly reduces training 
time while retaining high accuracy. 
 
D. Methodology:  
1) Softmax Activation Function 
Softmax transforms the model’s raw output values into interpretable probabilities for each class, making it possible to identify 
which category (e.g., tumor or no tumor) the input image most likely belongs to 
2) Categorical Cross-Entropy Loss 
Measures how far off the model's predicted probability distribution is from the actual label. 
3) Transfer Learning(VGG19 as Feature Extractor) 
Reuses the convolutional base of a pre-trained model (VGG19 trained on ImageNet) to extract visual features from new MRI data. 
4) ReLU Activation Function (Rectified Linear Unit) 
ReLU helps the model capture complex relationships in data by allowing only positive values to pass forward while discarding 
negatives. 
 
Model Performance Evaluation: 
To evaluate how effectively the model learns and generalizes, training was conducted in two separate runs using different epoch 
settings. Accuracy for both training and validation was recorded at each step, providing insight into the model’s learning curve and 
potential overfitting. 

Step-1 
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Epoch Training Accuracy % Validation Accuracy % 
1 78.20 80.10 
2 84.55 85.32 
3 89.30 88.64 
4 91.75 89.90 
5 93.22 91.45 

Tab. Showing training and validation accuracy 
 
Step-2 

 
Epoch Training Loss (%) 

 
Validation Loss (%) 

 
1. 0.512 0.438 

2. 0.362 0.309 
3. 0.287 0.248 
4. 0.223 0.210 
5. 0.176 0.176 
6. 0.140 0.152 
7. 0.115 0.138 
8. 0.095 0.125 
9. 0.078 0.118 
10. 0.065 0.110 

Tab. Showing training and loss values 
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VII. RESULTS 
The brain tumor classification system, developed using a fine-tuned VGG19 deep learning architecture, successfully meets its 
intended objective of accurately identifying brain tumors in MRI scans. The combination of pre-trained convolutional layers and 
custom classification blocks enabled the model to generalize effectively, even with a limited dataset. 

 
FIG. Window to upload an image 

 
 

Fig. Output webpage 
 

VIII. CONCLUSION 
The brain tumor classification project demonstrates how deep learning can effectively be applied in the healthcare domain to 
support early and accurate diagnosis. By employing a pre-trained VGG19 architecture and customizing it for binary classification, 
the system achieves notable accuracy with minimal training overhead. The use of transfer learning allowed for efficient feature 
extraction from complex MRI images, while the added dense layers enabled the model to adapt specifically to the task of tumor 
detection. 
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Future Scope: 
The system can be enhanced further to add following functionality: 
 Extend the system to identify different types or grades of brain tumors rather than just binary classification. 
 Incorporate datasets from multiple sources to improve generalization across demographics and imaging conditions. 
 Convert the application into a lightweight mobile app or host it on a cloud platform for broader accessibility in clinical settings. 
 Link the model with hospital management systems (HMS) or PACS for seamless clinical workflow. 
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