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Abstract: Presentation of a study and implementation on task named camouflage clothes detection. The aim of the study is to 
identify clothes that “seamlessly” blend in with their surroundings.  
Usage of a dataset, called 8k_normal_vs_camouflage_clothes_images, which consists of about 8k images of camouflage clothes 
and 8k images of normal clothes. Residual Networks (ResNets) are used for this task. The high intrinsic similarities between 
background and object make camouflage detection a challenging task. 
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I. INTRODUCTION 
Background matching property of any object is called as camouflage. Some examples of camouflage include leopard’s spotted coat, 
the battledress of a solider and so on [1]. Camouflage images can be split into two types natural camouflage and artificial 
camouflage. Natural camouflage is used by animals (e.g.., insects, cephalopods) as a tactic to avoid detection by a predator. 
Artificial camouflage usually occurs in product manufacturing so called defects and or used to hide information in art or gaming [2]. 
 

II. REALTED WORK 
Two remarkable studies on camouflaged animals by Abbott Thayer [3] and Hugh Cott [4] are still prominent. The field of machine 
learning has seen huge rise by the introduction of Artificial Neural Networks (ANN). A variation of an ANN is Convolution Neural 
Networks (CNN). CNNs are used to solve difficult image driven pattern recognition tasks. The basic structure of an ANN is as 
shown in Figure 1. We load the input generally as a multi-dimensional vector to a first layer called input layer. The input layer then 
distributes to the hidden layer [5]. The hidden layer then makes some decisions based on the previous layer and weighs up how little 
changes contribute to the output [6]. 
These Artificial Neural Networks (ANN) are inspired from the way biological nervous systems operate (human brain) operate. 
ANNs are made up of many interconnected nodes just like the neurons. In Figure 1 a simple feedforward neural network (FNN) is 
shown. It consists of three layers an input layer, hidden layer, output layer. It is the basis for many neural networks such as 
Restricted Boltzmann Machines (RBMs), Recurrent Neural Networks (RNNs) [7]. 

 
Figure.1 Feedforward Neural Network 

 
The main advantage of a Convolution Neural Network (CNN) is reduction in parameters over the classic ANN. In classic image 
classification, the edges will be detected first, followed by the simpler layers in the second layer, higher level features such as faces 
in the third layer [8]. 
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A. Convolution Neural Networks 
Convolution Neural Networks also known as CNNs or ConvNets are inspired the organization of animal visual cortex. CNNs have 
an input layer, an output layer, many number of hidden layers, and millions of parameters which helps in learning complicated 
objects and patterns. The convolution layers consist of input vectors such as images, filters such as feature detectors, and output 
vectors such as feature maps. The image becomes a feature map, also known as activation map after passing through a convolution 
layer [9]. 
Feature Map = Input Image X Feature Detector 

 
 
B. Residual Networks 
Residual Networks (ResNets) were introduced to ease the training of large networks with substantially deep layers. The introduction 
of ResNets happened due to vanishing/exploding gradient problem [10]. With the network depth increasing, accuracy gets saturated 
and then degrades rapidly. It is also observed that such degradation is not due to overfitting. This effect can be seen in Figure 3. This 
degradation represents that all systems are not easy to optimize. 

 
Figure 3. Training error(left) and Test error(right) for a 20-layer and 54-layer deep net on CIFAR-10. 

 
Instead of hoping few stacked layers directly we use desired underlying map to fit residual mapping. The identity networks are used 
when the input and output layers are of the same dimensions [11]. 
At top of the module, we accept an input to the module which is nothing but the previous layer in the module. The right branch is 
the linear shortcut which connects the input to an addition operation at the bottom of the model. Then on the left branch of the 
residual module, we apply a series of convolutions, activations, batch normalizations. But with ResNets we add the original input to 
the output of CONV, RELU, and BN layers [12]. We call this addition an identity mapping since the input is added to output of 
series of operations. It is also the way the term residual is used the residual input is added to the output of series of operations [14]. 
The connection between input and addition node is called the shortcut. While traditional neural networks learn in the way y = f(x), a 
residual layer learns in the form of f(x) + id(x) = f(x) + x where id(x) is the identity function. Since the input is included in every 
residual layer, it turns out the network can learn faster and with larger learning rates [13]. See Figure 4. 
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Figure 4. ResNet based on residual module. 

 
III. IMPLEMENTATION DETAILS 

In order to fine-tune ResNet with Keras and TensorFlow, we need to load ResNet from disk using the pretrained ImageNet weights 
but leaving off the fully-connected layer head. The final layer in the ResNet architecture is an activation layer that is 7x7x2048. We 
construct a new, freshly initialized layer head by accepting the base model output and then apply 7x7 average pooling followed by 
connected layers. Now if we take a look at model summary, we can conclude that we have successfully added a new fully-connected 
layer head to the ResNet. The training time is only about 240 minutes. It is measured upon the servers of Google Collaboratory. 
 

IV. RESULTS AND DATA ANALYSIS 
Most notable imports include the ResNet50 CNN architecture and Keras layers for building the head of our model for fine tuning. 
Settings for the entire script are hosted in the config. Additionally, we use the ImageDataGenerator class for data augmentation and 
scikit-learn’s classification report to print stats to the terminal. We also need matplotlib for plotting and paths which assist in finding 
image files on disk. Data Augmentation allows for training time mutations of our images including random rotations, zooms, shifts, 
shears, flips, and mean subtraction. The model achieved a 97% accuracy on our normal clothes vs camouflage clothes detector as 
shown in Figure 6. 

 
Figure 5: Metrics of the model 
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Figure 6: Training plot of our accuracy/loss curves when fine-tuning ResNet on a camouflage deep learning dataset using Keras and 

TensorFlow. 
 

Our training loss decreases at a much sharper rate than our validation loss, it appears that validation loss maybe rising towards the 
end of training indicating that the model maybe overfitting. 
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