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Abstract: One of the most prevalent diseases is cancer. Cancer is a dangerous condition with a high death rate if it is not found 

and treated at an early stage. This study aims to build a precise and impartial model for detecting two types of cancers (Skin 

Cancer, and Oral Cancer) using Deep-Learning techniques. Machine learning and computer vision techniques, particularly 

Convolutional Neural Networks (CNNs), help to develop this system. Deep learning techniques can help us to detect and classify 

skin cancer from dermoscopy images, and oral cancer from histopathological images. Cancer will be more correctly identified 

with Convolutional Neural Network (CNN) technology. It increases the likelihood of curing cancer before it spreads. The 

advantage of using CNN architectures for cancer detection is that they can learn complex features from the images and classify 

them. This paper proposes a deep-learning-based approach for the diagnosis of skin cancer, and oral cancer based on predefined 

CNN architecture DenseNet. This model intends to improve detection and clinical decision-making. It helps healthcare to fight 

against cancer. 
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I. INTRODUCTION 

Cancer is a disorder characterized by the uncontrolled growth and distribution of certain cells within the body, potentially 

infiltrating other bodily tissues. In the usual course, human cells undergo controlled division to generate new cells in response to the 

body's requirements. Aging or damaged cells are expected to undergo automatic cell death, making way for fresh cells. However, in 

cancer, cell division will not be done properly, leading to unrestrained propagation. There exist over 200 distinct types of cancer, 

posing a global health challenge that adversely impacts millions of lives annually. 

The severity of cancer is underlined by its potential to spread to other tissues if not detected and addressed in its early stages. 

Projections indicate a worrisome trend, with a 12.8% anticipated increase in cancer incidence in India from 2020 to 2025. Looking 

ahead to 2040, the global landscape is expected to witness a surge, with estimates reaching 27.5 million new cancer cases and 16.3 

million cancer-related deaths [11]. 

Skin cancer stands as the most prevalent form of cancer globally, predominantly triggered by prolonged exposure to ultraviolet 

radiation from the sun or tanning beds. Skin tumors are primarily categorized into two types. Malignant tumors are cancerous, 

spreading to other body organs through the lymphatic system or blood vessels, a process referred to as metastasis. On the other 

hand, benign tumors are non-cancerous and do not extend to other organs. Early detection of melanoma boasts an estimated five-

year survival rate exceeding 99 percent. However, this rate diminishes to 74 percent when the disease reaches the lymph nodes and 

further drops to 35 percent when metastasizing to distant organs [13]. 

In the initial phase of skin cancer diagnosis, a physician undergoes a series of steps. Initially, the naked eye is used to inspect 

lesions. Dermoscopy is then utilized to delve deeper into the pattern of skin lesions, applying a gel for enhanced visualization under 

a magnifying tool. Experts often employ the ABCDE technique, evaluating factors like asymmetry, border, color, diameter, and 

lesion development over time. The accuracy of diagnosis heavily relies on the expertise of dermatologists and the available clinical 

facilities. Early detection and diagnosis of skin cancer are crucial for effective treatment, preventing further spread and reducing 

mortality rates and costly medical procedures. Nevertheless, the manual inspection process is time-consuming and susceptible to 

human errors. 

Numerous countries, including the United States of America, are experiencing a shortage of experienced dermatologists proficient 

in identifying skin cancer. A study conducted at the National Hospital of Sri Lanka (NHSL) states that among 123 surveyed doctors, 

only 10 had undergone formal training in performing full body examinations. Additionally, out of the 13 doctors who had conducted 

such examinations, merely 2 had completed more than five screenings in the past 12 months. The scarcity of adequately trained 

dermatologists called for an automated skin screening tool to assist and enhance the screening process for detection of skin cancer. 

Oral cancer includes malignancies that arise within the oral cavity, including the lips, tongue, cheeks, and throat. Common risk 

factors for the development of oral cancer include the use of tobacco, consumption of alcohol, and infection with the human 

papillomavirus (HPV).  
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To diagnose oral cancer, a biopsy is conducted to extract a tissue sample from the suspicious area in the oral cavity. Subsequently, 

these tissue sections are subjected to staining and microscopic examination by a pathologist. The pathologist assesses for specific 

indicators associated with oral cancer, such as deviations in the size, shape, and structure of cells, irregular tissue arrangement, 

heightened rates of cell division signifying rapid growth, the infiltration of neighboring tissues by cancer cells, and the presence of 

areas with cell death within the tissue.  

Reference [12] says that only 68 percent of people affected by oral cancer can survive for 5 years. These survival rates are still 

lower for black and American native people. 

  

II. LITERATURE REVIEW 

Recently, many plans have been created to sort out cancer issues using advanced learning methods. 

In Classification of Skin Cancer Lesions Using Explainable Deep Learning [9], a modified MobileNetV2 and modified 

DenseNet201 models are used for detecting skin cancer and obtained a 95% accuracy. Inthiyaz et al. [1] trained CNN model with 

Xiangya-Derm dataset and obtained an accuracy of 87% in detecting skin cancer. This work used a small dataset. Inthiyaz et al. 

achieved an AUC of 0.87. Gouda et al. [2] trained CNN model with ISIC 2018 dataset and achieved 83.2% accuracy in detecting 

skin cancer. The proposed work used ISIC 2018. An accuracy of 0.8576 was obtained using Inception50, which is low. Kousis et al. 

[3] trained DenseNet169 with ISIC2019 which results in 92.25% accuracy. Among the eleven architectures used in this work, 

DenseNet169 gave the best classification accuracy 92.5%.  

Alam et al. [4] proposed a model S2C-DeLeNet by training with HAM10000 dataset and obtained 91.03% accuracy. Aljohani and 

Turki [5] used ISIC 2019 dataset to train DenseNet201, MobileNetV2, ResNet50V2, ResNet152V2, Xception, VGG16, VGG19, 

and GoogleNet. They obtained accuracy of 70% for both DenseNet201 and ResNet50V2 and 73% accuracy for GoogleNet. For 

remaining all models, they obtained less than 70% accuracy. Bechelli and Delhommelle [6] used HAM10000 dataset and trained 

CNN, VGG-16, Xception, ResNet50. They obtained 88% percent accuracy for VGG-16. Srinivasa et al. [7] proposed a technique 

that utilizes MobileNetV2 and LSTM networks trained on the HAM1000 dataset. The combination of LSTM with MobileNetV2 

gave the accuracy up 85.34%. 

S. Subha [10] explained about the difficulties in differentiating skin cancer from rashes in her paper. Agung W. Setiawan [8] 

explained about the effects of image downsizing and color reduction. Malak Abdullah [14] obtained an accuracy of 97% for CNN 

model in detecting the kidney cancer. They used dataset collected from KAUH hospital in Jordan. Madhusmita Das [15] obtained an 

accuracy of 97% for detecting oral cancer using CNN model. Other machine learning and related models [16-37] are also referred 

and helped us to develop our proposed model to give solutions for the identified problem. 

Existing researches are mostly done on smaller datasets with less than 5000 images. When the model is trained with smaller datasets 

model’s accuracy is up to the mark. But when the same methodology is trained with larger datasets their accuracy is not up to the 

mark. Some models developed already are overfitting due to the usage of a smaller number of images for training.  

 

III. PROPOSED METHODOLOGY 

A. DenseNet 

DenseNet, or Densely-Connected Convolutional Network, facilitates enhanced feature reuse by incorporating multiple dense blocks. 

In this architecture, the output of each dense block serves as input for subsequent dense blocks. The dense blocks consist of 

convolutional layers with batch normalization, ReLU activation functions, dropout, effectively managing the spatial dimensions of 

feature maps.  

The utilization of dense blocks is instrumental in mitigating the vanishing gradient problem commonly encountered in extremely 

deep neural networks. Each transition layer consists of Batch Normalization, ReLU activation function, convolutional layer, dropout 

and pooling layer. 

The difference between original architectures of DenseNet201 and DenseNet169 occurs at dense block 3. In DenseNet201 dense 

block 3 iterates for 48 times whereas in DenseNet169 dense block 3 iterates for 32 times.  

In this study we have added flatten layer, dropout layer, two dense layers along with batch normalization and dropout at the end of 

both DenseNet201 and DenseNet169 pre-trained models. We have used Softmax activation function to normalize the output of the 

network to get the final output. The architecture of modified DenseNet201 is shown in Fig. 1. The architecture of modified 

DenseNet169 is shown in Fig. 2. Fig. 3 represents the workflow of the proposed method for the classification of Skin cancer and 

Oral cancer. 
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Figure1: Modified DenseNet201 Architecture 

 

 
Figure2: Modified DenseNet169 Architecture 

 

 
Figure3: The workflow of the proposed method for cancer classification 
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IV. IMPLEMENTATION 

We used Python programming language which contains several libraries and frameworks that will ease the implementation of deep 

learning models. From the Tensorflow library in Python we have imported the pre-trained DenseNet201 and DenseNet169 models. 

Then flatten layer, dropout layer, two dense layers each with 128 units and ReLU activation function are added along with batch 

normalization and dropout at the end of both the models. Google colab is used for running the proposed modified DenseNet 

methods.  

Dermoscopy images in the datasets undergo resizing to 128 x 128 pixels. Histopathological images undergo resizing to 224 x 224 

pixels. Normalization stands out as a vital pre-processing step, pivotal for improving training speed. To achieve this, the images are 

converted by scaling their values to fall within the range of 0 to 1, employing the formula 1/255.  

After applying data preprocessing techniques, the models are trained with datasets. The dataset is divided in 7:2:1 ratio i.e. 70% is 

used for training, 20% is used for validation and 10% is used for testing. 

The HAM10000 dataset used in this study for detecting skin cancer comprises 10,015 dermoscopy images. It was taken from the 

Harvard Dataverse which can also be downloaded from Kaggle. These images were gathered by the Department of Dermatology at 

the Medical University of Vienna in Vienna, Austria. 

 
Fig. 4 Skin Cancer Dermoscopy Images 

 

 
Fig. 5 Non-cancerous Dermoscopy Images 

 

The oral histopathological dataset was taken from Kaggle. The dataset is CC0: Public Domain licensed and contributed by Ashenafi 

Fasil Kebede. This dataset consists of 10002 Histopathological images of oral out of which 5001 images are non-cancerous.  

 
Fig. 6 Non-cancerous Histopathological Images 

 

 
Fig. 7 Oral Cancer Histopathological Images 
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V. RESULTS AND DISCUSSIONS 

A. Skin Cancer Detection Results 

After applying DenseNet on dermoscopy dataset to detect skin cancer we obtained the results shown in Table 1. We noticed that 

DenseNet model with 210 layers performed more accurately for the detection of skin cancer. 

 

Table 1 

 Comparison of Models for Skin Cancer Detection 

No. of Layers Epoch Accuracy 

201 50 91.29 

201 60 91.69 

201 70 93.39 

201 80 92.69 

169 50 90.39 

169 60 92.39 

169 70 92.89 

169 80 91.29 

 

 
Fig. 8 Confusion matrix for DenseNet201 at epoch 70 

 

 
Fig. 9 Confusion matrix for DenseNet169 at epoch 70 

 

Fig. 8 and Fig. 9 represent the confusion matrix for DenseNet201 and DenseNet169 respectively. In the confusion matrix ‘0’ 

represents Skin Cancer and ‘1’ represents Not Cancer. 
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B. Oral Cancer Detection Results 

After applying DenseNet on histopathological dataset to detect oral cancer we obtained the results shown in Table 2. We noticed 

that DenseNet model with 201 layers performed more accurately for the detection of oral cancer. 

 

Table 2 

Comparison of Models for Oral Cancer Detection 

No. of layers Epoch Accuracy 

201 5 87.11 

201 10 89.31 

201 40 94.41 

201 60 93.30 

169 5 85.61 

169 10 87.81 

169 40 91.30 

169 60 94.40 

 

 
Fig. 10 Confusion matrix for DenseNet169 at epoch 40 

 

 
Fig. 11 Confusion matrix for DenseNet201 at epoch 40 

 

Fig. 10 and Fig. 11 represent the confusion matrix for DenseNet201 and DenseNet169 respectively. In the confusion matrix 

‘oral_scc’ represents Oral Cancer and ‘oral_normal’ represents Not Cancer. 
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VI. CONCLUSION 

From the observations we concluded that modified DenseNet201 performed better than modified DenseNet169 in detecting Skin 

Cancer, and Oral cancer. We obtained 93.39% accuracy for Skin Cancer detection and 94.41% accuracy for Oral Cancer detection. 

 

VII. FUTURE SCOPE 

Future work includes developing models that can adapt to new data over time and incorporate continuous learning mechanisms for 

maintaining the efficiency of the detection system. Developing a dataset by incorporating images of diversified skin tones and 

environments is necessary to remove bias in cancer detection. Further testing is required to check whether the proposed modified 

DenseNet model works on other types of cancer diagnosis. 
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