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Abstract: The rapid growth of digital services and interconnected systems has led to an increase in sophisticated cyber threats
such as phishing, malware, network intrusions, ransomware, and deepfake-based attacks. Conventional security solutions are
often limited to single-domain detection and lack adaptability, explainability, and user-centric intelligence. This paper presents
CHRIS (Cyber Security Hub for Responsible Intelligence System), a unified, web-based cybersecurity platform that integrates
Machine Learning (ML), Deep Learning (DL), and Generative Al to provide comprehensive and explainable threat detection.
CHRIS incorporates six security modules: phishing detection, malware detection, network intrusion detection, password strength
evaluation, deepfake detection, and ransomware detection, all accessible through a single interface. Random Forest, XGBoost,
and Xception models are employed for predictive analysis, while Google Gemini is integrated to generate natural-language
explanations, recommendations, and interactive assistance via an Al-powered chatbot. Experimental analysis demonstrates that
the proposed system achieves high detection accuracy while significantly improving interpretability and usability. The results
highlight the effectiveness of combining predictive security analytics with Generative Al, making CHRIS a practical and scalable
solution for next-generation cybersecurity applications.

Keywords: Cybersecurity, Phishing Detection, Malware Detection, Network Intrusion Detection System, Deepfake
Detection, Ransomware Detection, Machine Learning, Deep Learning, Generative Al, Google Gemini.

L. INTRODUCTION
The rapid digital transformation of modern society has significantly increased the complexity and frequency of cyber threats.
Attacks such as phishing, malware, network intrusions, ransomware, and deepfake-based social engineering pose serious risks to
individuals and organizations. Traditional security solutions often operate in silos, addressing only a single class of attack and
relying heavily on rule-based mechanisms that fail to adapt to evolving threats. Recent advances in Machine Learning (ML) and
Deep Learning (DL) have enabled intelligent threat detection by learning complex patterns from data, while Generative Al (GenAl)
has opened new possibilities for explainability and user interaction.
This paper presents CHRIS (Cybersecurity Hub for Responsible Intelligence Scanning), a unified web-based cybersecurity platform
that integrates multiple ML and DL models with Generative Al to provide comprehensive threat detection and user-centric risk
intelligence. CHRIS consolidates six major cybersecurity modules—phishing detection, malware detection, network intrusion
detection, password strength evaluation, deepfake detection, and ransomware detection—into a single platform, complemented by
an Al-powered chatbot. The novelty of CHRIS lies in its holistic design and the 1 integration of Google Gemini to generate natural-
language explanations, recommendations, and interactive cybersecurity guidance to clearly highlight the contributions of this work,
the main contributions of CHRIS are summarized as follows
1) A unified, web-based cybersecurity platform that integrates multiple ML, DL, and Generative Al techniques to address diverse
cyber threats within a single system.
2) Design and implementation of six independent yet interoperable security modules covering phishing, malware, network
intrusion, password security, deepfake detection, and ransomware detection.
3) Adoption of explainable Machine Learning models combined with Google Gemini to provide human-readable risk
explanations, recommendations, and interactive assistance.
4) A proactive ransomware detection mechanism based on real-time behavioural monitoring, automated quarantine, and Al-
assisted incident analysis.
5) Comprehensive experimental evaluation demonstrating high detection accuracy and practical usability across multiple
cybersecurity domains
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1. RELATED WORK

Extensive research has explored ML and DL techniques for individual cybersecurity problems. For clarity, existing works can be

broadly grouped into thematic categories covering phishing detection, malware detection, network intrusion detection, deepfake

detection, and password security.

1) Phishing and Malware Detection: Deep learning-based malware detection systems have demonstrated strong performance by
learning discriminative features from static and dynamic malware representations [1], [11]. Phishing detection has been
addressed using traditional ML algorithms such as Random Forest (RF), Support Vector Machines (SVM), and ensemble
approaches, as well as DL-based models that analyse URLs and webpage content [2], [9], [10]. These studies highlight the
effectiveness of feature-driven and ensemble learning methods in identifying deceptive and malicious artifacts.

2) Network Intrusion Detection Systems: Network Intrusion Detection Systems (NIDS) have widely adopted XGBoost due to its
high accuracy, scalability, and ability to handle imbalanced datasets [5], [6], [7]. Recent studies have also proposed hybrid and
ensemble IDS models combining deep neural networks with XGBoost to improve detection of zero-day attacks [8], [18], [19],
emphasizing the importance of robust learning techniques for complex network environments.

3) Deepfake Detection: Deepfake detection research has shown that CNN architectures such as Xception outperform conventional
models in identifying manipulated images, particularly on benchmark datasets such as FaceForensics++ [4], [13], [14], [15].
These works demonstrate that deep convolutional features are highly effective in capturing subtle visual artifacts introduced
during image manipulation.

4) Password Security and Explainability: Password strength evaluation has traditionally relied on rule-based metrics, but human-
centric approaches such as zxcvbn provide more realistic strength estimation by modelling user behaviour [16]. While prior
work focuses primarily on individual security domains, very limited research addresses the integration of multiple threat
detection mechanisms with Generative Al driven explainability in a single platform. CHRIS addresses this gap by unifying
heterogeneous ML/DL models with an Al assistant for enhanced usability and situational awareness.

1. PROPOSED METHADOLOGY
CHRIS- Cybersecurity Hub for Responsible Intelligence Scanning is designed to provide a unified, modular, and intelligent
approach to detecting and mitigating multiple cybersecurity threats. The system follows a hybrid methodology by integrating
machine learning—based detection with rule-based and heuristic techniques, ensuring both accuracy and real-time responsiveness.
The methodology begins with data acquisition, where inputs such as URLs, executable files, system activities, passwords, network
traffic, or images are submitted by the user through a centralized interface. These inputs are pre-processed and routed internally by the
CHRIS core engine to the appropriate detection module without direct user interaction with individual modules.
Each module then performs threat analysis using its respective approach. Machine learning models are employed for phishing URL
detection and static malware detection, while heuristic and behaviour-based methods are used for ransomware detection and password
strength evaluation. Planned modules such as Network Intrusion Detection and Deepfake Detection rely on deep learning
architectures for advanced anomaly and pattern recognition.
Finally, the system generates detection results, alerts, and recommendations, which are displayed on a unified dashboard. All
activities and outcomes are logged securely for auditing and future improvements. This modular and scalable methodology allows
CHRIS to adapt to emerging threats, support phased development, and ensure effective real-time cybersecurity protection.

IV. SYSTEMARCHITECTURE
CHRIS is designed using a layered and modular system architecture that enables seamless integration of multiple cybersecurity
services while maintaining scalability, flexibility, and ease of deployment. The architecture is organized into four primary layers:
the User Interface Layer, Application and API Layer, Intelligence and Analytics Layer, and Data and Monitoring Layer. This
separation of concerns ensures that each component can evolve independently without affecting the overall system stability.
At the User Interface Layer, CHRIS provides a unified web-based dashboard developed using React.js. This layer serves as the
primary interaction point for users, allowing them to submit URLs for phishing analysis, upload files for malware and deepfake
detection, monitor ransomware alerts, evaluate password strength, and view network intrusion reports. The interface is designed to
be intuitive and responsive, presenting model predictions alongside probability scores, alerts, and Al-generated explanations in a
clear and user-friendly manner.
The Application and API Layer is implemented using FastAPI and acts as the central communication backbone of the system. Each
cybersecurity module is exposed as an independent RESTful APl endpoint, enabling concurrent processing of requests.
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This layer handles request validation, routing, authentication, and response formatting. The modular API design allows individual
services, such as phishing detection or ransomware monitoring, to be updated or scaled independently, supporting future extensions
of the platform.

The Intelligence and Analytics Layer form the core of CHRIS and hosts all Machine Learning, Deep Learning, and Generative Al
components. Random Forest models are used for phishing and malware detection, XGBoost is employed for network intrusion
detection, and the Xception deep learning architecture is utilized for deepfake detection. These predictive models generate
classification results and confidence scores, which are further enriched through integration with Google Gemini. The Generative Al
component transforms technical outputs into natural-language explanations, risk summaries, and actionable recommendations,
enhancing interpretability and user trust.

The Data and Monitoring Layer is responsible for handling datasets, feature extraction pipelines, model artifacts, and real-time
system monitoring. Static datasets are used for training and evaluation, while dynamic data streams—such as file system events for
ransomware detection—are captured in real time using the watchdog library. This layer also manages secure storage for quarantined
files, logs, and alert histories, enabling auditing and forensic analysis. Overall, the system architecture of CHRIS emphasizes
modularity, explainability, and real- time responsiveness. By combining service-oriented design with intelligent analytics and
Generative Al driven insights, the architecture supports a holistic and scalable cybersecurity platform capable of addressing diverse

and evolving threat landscapes
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Fig.1 System Architecture

V. USER INTERFACE LAYER

The User Interface (Ul) Layer is the final layer of the CHRIS framework, responsible for providing an interactive and user-friendly
dashboard that presents all detection results in a single centralized view. Since CHRIS integrates multiple threat detection modules,
the Ul layer plays a critical role in ensuring that users can easily understand security status without needing technical expertise.

This layer mainly focuses on visualization, alert communication, and user awareness. Whenever a threat is detected (phishing URL,
malware file, ransomware activity, network intrusion, weak password, or deepfake media), the Ul displays the output in real time
along with severity level or confidence score. It also provides clear warnings and recommended actions such as avoiding a URL,
quarantining a file, changing a password, or verifying suspicious media. Another important function of this layer is security
awareness and transparency. Instead of showing only “malicious/benign,” the Ul explains why the input was flagged, helping users
understand attack patterns and improve their cyber hygiene. The Ul also maintains a summary of logs, module status, and recent
detections, enabling administrators to track system security posture and respond quickly to incidents.
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VI. SYSTEM MODULES
This section describes the overall methodological pipeline adopted in CHRIS, followed by a detailed explanation of each security
module. The system follows a common workflow consisting of data collection, feature extraction or representation, model training,
and real-time inference. Depending on the nature of the threat, Machine Learning or Deep Learning models are employed to analyze
structured data, executable features, network traffic, images, or system behaviour. The outputs of these models are further enriched
using Generative Al to provide explainable, user- friendly insights. The following subsections present the methodology of each
module in detail.

A. Phishing Detection

The phishing detection module in CHRIS is designed to identify malicious URLs that attempt to deceive users into revealing
sensitive information such as login credentials or financial data. The system employs a Random Forest (RF) classifier, chosen for its
robustness, ability to handle heterogeneous feature sets, and strong performance in phishing detection tasks reported in prior studies
[2], [9], [10]. The model is trained on a dataset consisting of both phishing and legitimate URLs. A comprehensive set of lexical,
structural, and host-based features is extracted from each URL.

Lexical features include URL length, number of special characters, presence of suspicious keywords, use of IP addresses instead of
domain names, and abnormal token patterns. Structural features capture properties such as subdomain depth, URL redirection
behaviour, and encoding techniques, while host-based features include domain age, DNS records, and HTTPS usage when available.
During inference, the Random Forest classifier outputs a probability score representing the likelihood that a given URL is phishing.
Instead of providing a binary decision alone, CHRIS emphasizes risk awareness by presenting this probability to the user, enabling
informed decision-making. To further enhance interpretability, the extracted features contributing to the prediction are summarized
and passed to Google Gemini, which generates a detailed natural-language explanation. This explanation highlights suspicious
characteristics of the URL, such as misleading domain names or excessive use of obfuscation techniques, and contextualizes the risk
in a user-friendly manner. The integration of Generative Al transforms traditional phishing detection into an explainable and
interactive process, bridging the gap between technical ML outputs and end-user understanding. This approach not only improves
detection accuracy but also increases user trust and cybersecurity awareness, making the phishing detection module a key
component of the CHRIS platform.

B. Malware Detection

The malware detection module in CHRIS focuses on identifying malicious executable files before execution, thereby reducing the risk
of system compromise. A static analysis-based approach is adopted, leveraging a Random Forest (RF) classifier due to its ability to
handle high- dimensional feature spaces, robustness against overfitting, and strong performance in malware classification tasks
reported in existing literature [1], [11], [17]. In this module, Portable Executable (PE) files are analysed to extract a rich set of
discriminative features without running the file in a live environment. The extracted features include PE header attributes, section-
based statistics, entropy measures, imported and exported functions, resource information, and f ile metadata. Entropy-related
features are particularly important, as malware often employs packing or encryption techniques that result in unusually high entropy
values. Similarly, abnormal import tables and suspicious API usage patterns serve as strong indicators of malicious intent. Prior to
model training, feature selection is performed using ensemble-based techniques to eliminate redundant and irrelevant attributes,
thereby reducing computational overhead and improving generalization. The selected features are then used to train the Random
Forest classifier on labeled datasets consisting of benign and malicious samples. During inference, the trained model predicts whether
a given file is benign or malicious, along with an implicit confidence derived from ensemble voting. The choice of Random Forest
enables CHRIS to capture complex, non-linear relationships between file features while maintaining interpretability through feature
importance analysis. This makes the 4-malware detection module both efficient and explainable, allowing it to be seamlessly
integrated into a real-time web-based environment. By relying on static analysis, the module avoids the risks and resource costs
associated with dynamic execution, making it suitable for rapid malware screening in practical cybersecurity deployments.

C. Network Intrusion Detection System

The Network Intrusion Detection System (NIDS) module in CHRIS is designed to identify malicious activities and anomalous
patterns within network traffic generated by a personal computer or local network environment. Unlike traditional signature-based
IDS solutions, this module adopts a data driven approach using XGBoost, a powerful gradient boosting algorithm well-suited for
structured and tabular network traffic data
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[5]-[7]- XGBoost is selected due to its high detection accuracy, resistance to overfitting, and ability to handle imbalanced datasets,
which are common characteristics of real-world intrusion detection scenarios.

The methodology begins with the collection of network traffic features derived from packet-level or f low-level statistics. These
features typically include protocol types, connection duration, packet counts, byte transfer statistics, flag indicators, and temporal
behavior metrics. Such attributes capture both short-term anomalies, such as port scanning and denial-of-service attempts, and long-
term behavioural deviations indicative of stealthy intrusions. The extracted features are pre-processed through normalization and
encoding techniques before being fed into the XGBoost classifier. During training, the model learns complex, non-linear
relationships between benign and malicious traffic patterns by iteratively optimizing decision trees using gradient boosting. The
trained model is capable of detecting known attack categories as well as previously unseen (zero-day) intrusions by identifying
deviations from learned normal traffic behaviour.

During deployment, the NIDS module performs near real-time analysis of incoming network data and assigns each instance a
classification label along with a confidence score. These outputs enable timely alerts and situational awareness for users. The use of
XGBoost also allows limited interpretability through feature importance analysis, helping security analysts understand which traffic
attributes contributed most to intrusion detection decisions. This makes the NIDS module both effective and practically deployable
within the CHRIS platform.

D. Password Strength Checker

The password strength checker module in CHRIS is designed to evaluate and improve user passwords using a human-centric security
approach. Instead of relying solely on rigid rule-based policies, the system employs the widely adopted zxcvbn library, which
estimates password strength based on the number of guesses required to crack a password [16]. This approach accounts for real-
world password creation habits, including the use of common words, keyboard patterns, dates, and personal information.

When a user submits a password for evaluation, zxcvbn analyses its structural composition and assigns a strength score along with
estimated cracking times under various attack models. This feedback provides a more realistic assessment of password security
compared to traditional metrics such as length or character variety alone. Weak passwords are flagged, and detailed explanations are
generated to inform users why a particular password is vulnerable. To further enhance usability and security awareness, Google
Gemini is integrated into this module.

When a weak password is detected, Gemini generates context-aware suggestions to improve the 5 existing passwords while
preserving memorability. Additionally, users can request entirely new strong passwords, which are generated based on best practices
such as sufficient length, randomness, and resistance to dictionary and brute-force attacks. By combining zxcvbn’s quantitative
strength estimation with Generative Al-driven recommendations, this module not only evaluates password security but actively
assists users in adopting stronger authentication practices. This interactive design significantly improves user engagement and
reduces the likelihood of password-related security breaches.

E. Deepfake Detection

The deepfake detection module in CHRIS addresses the growing threat of Al-generated and manipulated media used in
misinformation, fraud, and social engineering attacks. This module employs the Xception deep learning architecture, a
convolutional neural network known for its effectiveness in image forensics and manipulation detection [4], [13]-[15]. Xception
leverages depth wise separable convolutions, enabling efficient learning of fine-grained visual artifacts introduced during image
synthesis and facial manipulation.

Unlike many prior works that rely on the FaceForensics++ benchmark, the proposed system is trained using publicly available
deepfake image datasets obtained from Hugging Face. These datasets consist of a diverse collection of real and synthetically
manipulated facial images generated using multiple deepfake and generative techniques. The use of Hugging Face datasets provides
flexibility, ease of access, and diversity in manipulation styles, making the model more adaptable to real-world deepfake scenarios.
During preprocessing, facial regions are detected and cropped where applicable, resized to a fixed resolution, and normalized to
ensure consistent input representation. Data augmentation techniques such as horizontal flipping, brightness variation, and
compression artifacts are applied to improve generalization and robustness.

The Xception network is then fine-tuned on the Hugging Face dataset to learn discriminative spatial features that capture subtle
inconsistencies in texture, illumination, and facial boundaries that are often imperceptible to human observers. During inference, the
trained model classifies an input image as either genuine or deepfake, producing a confidence score that reflects the likelihood of
manipulation. This probabilistic output enables CHRIS to provide nuanced risk assessments rather than strict binary decisions.
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The deepfake detection module plays a crucial role in mitigating identity impersonation, fake profile creation, and Al driven social
engineering attacks. By leveraging Xception and diverse datasets from Hugging Face, the proposed approach achieves a strong
balance between detection accuracy, adaptability, and computational efficiency, making it well suited for deployment in a real-time,
web-based cybersecurity platform such as CHRIS.

F. Ransomware Detection

The ransomware detection module in CHRIS is designed for early-stage and real-time identification of ransomware behaviour on a
personal computer. Unlike traditional approaches that rely solely on signature-based detection, this module adopts a behaviour-driven
monitoring strategy combined with automated response and Generative Al-assisted analysis. 6 The system continuously monitors a
user-defined directory using the watchdog library, which enables real-time observation of file system events such as file creation,
modification, deletion, and renaming.

This real-time monitoring forms the first line of defence against ransomware attacks. When a file is created or modified, the system
immediately inspects its extension and metadata. If a file is detected with a known or suspicious ransomware-associated extension
(e.g.,. locked, .wannacry), the system triggers an alert. To prevent further damage, CHRIS employs an automatic quarantine
mechanism. Once a file is f lagged as potentially malicious, it is immediately isolated by moving it to a secure quarantine directory.
This rapid containment strategy ensures that the suspected ransomware cannot propagate or encrypt additional user data, thereby
limiting the overall impact of the attack. In addition to passive monitoring, the ransomware module includes a controlled behaviour
simulation framework to validate detection effectiveness. The built-in run test suite simulates common ransomware behaviours in a
safe environment.

These simulations include rapid file creation and modification to mimic encryption speed, generation of high-entropy files that
resemble encrypted content, and mass renaming of files to simulate extension locking. By reproducing realistic ransomware activity
patterns, the system can be tested and tuned without exposing the host system to actual malware. When ransomware-like behaviour
is detected, CHRIS enhances situational awareness through its Al powered security assistant. The React-based user interface opens a
chatbot sidebar, and relevant information such as file paths, timestamps, and behavioural metadata is forwarded to Google Gemini.
Gemini generates a detailed natural-language report that includes an initial threat assessment, potential risks, and recommended
mitigation actions. This explanation-driven response bridges the gap between low-level system events and user understanding. By
combining real-time file system monitoring, automated quarantine, behavioural simulation, and Generative Al-based analysis, the
ransomware detection module provides proactive, explainable, and user-centric protection. This approach is particularly effective
against both known and zero-day ransomware variants, making it a critical component of the CHRIS platform

VII. IMPLEMENTATION DETAILS
The implementation of CHRIS follows a modular and scalable design, enabling seamless integration of multiple security services
within a unified web-based platform. The backend is developed using FastAPI, chosen for its high performance, asynchronous
request handling, and ease of integration with machine learning pipelines. Each security module is exposed as an independent
RESTful API endpoint, allowing concurrent processing of user requests such as URL analysis, file scanning, network traffic
evaluation, and image-based deepfake detection.
All Machine Learning and Deep Learning models are implemented in Python using standard libraries such as scikit-learn, XGBoost,
and TensorFlow/Keras. Trained models are serialized using joblib or model checkpointing techniques and loaded into memory at
runtime to ensure low-latency inference. Feature extraction pipelines for phishing, malware, and intrusion detection are optimized to
minimize preprocessing overhead while preserving detection accuracy. For example, static malware features are extracted directly
from executable metadata, and network intrusion features are derived from flow-level statistics. 7
The frontend is built using React.js, providing an interactive dashboard for users to upload files, submit URLS, monitor alerts, and
visualize detection outcomes. Prediction results are displayed along with probability scores, performance indicators, and Al-
generated explanations. The Google Gemini API is securely integrated into the backend and invoked selectively for tasks requiring
natural-language reasoning, such as phishing risk summaries, password improvement suggestions, ransomware incident
explanations, and chatbot-based assistance. This separation ensures that core detection remains efficient while Generative Al
enhances interpretability and user engagement. The entire system is designed to operate as a web-based application, making it
platform-independent and suitable for real-world deployment in personal and organizational environments
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VIIL. RESULTS AND ANALYSIS
The performance of CHRIS was evaluated across its major detection modules using standard classification metrics, including
accuracy, precision, recall, and F1-score. These metrics provide a comprehensive understanding of each model’s effectiveness in
identifying cyber threats while minimizing false positives and false negatives.
The phishing detection module, based on the Random Forest algorithm, achieved an accuracy of 96%, with a precision of 96%,
recall of 97%, and an F1-score of 96%. These results indicate strong discriminative capability in identifying malicious URLs while
maintaining a low false- negative rate, which is critical for protecting users from deceptive attacks.
The malware detection module demonstrated the highest overall performance among the evaluated components. Using a Random
Forest classifier trained on static executable features, the system achieved an accuracy of 99.41%, precision of 98.76%, recall of
99.31%, and an F1- score of 99.03%. The high recall value highlights the model’s effectiveness in detecting malicious files, while
the strong precision indicates a low rate of benign file misclassification.
For the Network Intrusion Detection System, the XGBoost-based model achieved an accuracy of 88.75%, precision of 91%, recall of
89%, and an F1-score of 89%. Although the accuracy is comparatively lower than file-based detection tasks, the results are
consistent with prior studies on network intrusion detection, where data imbalance and traffic variability pose significant challenges.
The high precision demonstrates the model’s ability to reduce false alerts, which is essential for practical deployment.
The deepfake detection module, implemented using the Xception architecture and trained on datasets sourced from Hugging Face,
achieved an accuracy of 95.3%, precision of approximately 91.6%, recall of 100%, and an F1-score of 95.63%. The perfect recall
indicates that the model successfully identified all manipulated images in the evaluation set, while the high F1-score reflects a
balanced performance between detection sensitivity and precision.
Overall, the experimental results validate the effectiveness of integrating multiple ML and DL models within a single platform. In
addition to strong quantitative performance, the inclusion of Generative Al explanations via Google Gemini significantly enhances
qualitative aspects such as interpretability, user trust, and situational awareness. This combination of high detection accuracy and
explainable intelligence distinguishes CHRIS from traditional single-purpose cybersecurity solutions response to threats.

Table 1. Result Analyses

S. Module Algorithm Used Accuracy (%) Precision (%) Recall F1-Score
No (%) (%)
1 Phishing Detection Random Forest 96.00 96.00 97.00 96.00
2 Malware Detection Random Forest 99.41 98.76 99.31 99.03
3 Network Intrusion XGBoost 88.75 91.00 89.00 89.00
Detection
4 Deepfake Detection XceptionNet 95.30 91.60 100.00 95.63

IX.  CONCLUSIONS

This paper presented CHRIS (Cyber Security Hub for Responsible Intelligence System), a unified and intelligent cybersecurity
platform that integrates Machine Learning, Deep Learning, and Generative Al to address a wide spectrum of modern cyber threats.
By consolidating phishing detection, malware detection, network intrusion detection, password strength evaluation, deepfake
detection, and ransomware detection into a single web-based system, CHRIS overcomes the limitations of traditional siloed security
solutions. The modular architecture ensures scalability and flexibility, enabling each detection component to operate independently
while contributing to a holistic security view. Experimental evaluations demonstrate that the proposed models achieve high detection
accuracy across multiple threat domains. Random Forest models provide reliable and interpretable performance for phishing and
malware detection, while the XGBoost-based intrusion detection system effectively identifies anomalous network behaviour with
reduced false alerts. The Xception-based deepfake detection module successfully identifies manipulated media using datasets
sourced from Hugging Face, highlighting the adaptability of the system to diverse and evolving data sources.

In addition, the ransomware detection module emphasizes early-stage behavioural monitoring and automated containment, offering
proactive protection against one of the most destructive forms of cyber-attacks. A key contribution of CHRIS lies in the integration
of Generative Al through Google Gemini, which significantly enhances explainability, user awareness, and interaction. Instead of
presenting raw model predictions, the system provides natural-language explanations, contextual risk summaries, and actionable
recommendations. This human- centric design bridges the gap between complex security analytics and end-user understanding,
thereby improving trust and usability.
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Overall, CHRIS demonstrates that combining predictive security analytics with Generative Al-driven intelligence can lead to more
effective, explainable, and user-friendly cybersecurity solutions. The proposed platform is well suited for real-world deployment in
personal and organizational environments. Future work will focus on extending CHRIS with dynamic malware analysis, real-time
network traffic capture, multimodal deepfake detection (image and video), and continuous learning mechanisms to further improve
resilience against emerging and zero-day threats.
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