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Abstract: In India, the dominance of brain tumors is 5-10 per 100,000 people. According to the International Association of 

Cancer Registries (IARC), over 28,000 cases of brain tumors are recorded each year in India, with over 24,000 individuals dying 

from them each year. The proposed approach includes pre-processing of the Magnetic Resonance Imaging (MRI) scans followed 

by the extraction of the Region of Interest (ROI) using image processing techniques. The extracted parts are then used as input 

to train a deep neural network model for classification. The Convolutional Neural(CNN) is trained on a large dataset of MRI 

images of brain tumors, and evaluated using various performance metrics. Deep Learning models like VGG16, ResNet50 are 

used for the classification of images. Deep learning model with VGG16 gives 98.5 % accuracy which is better than CNN and 

ResNet50. 

Keywords: Brain tumor, Convolutional Neural Network (CNN), VGG-16, ResNet50, Brain tumor classification, Image 
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I.      INTRODUCTION 

Brain tumor is a serious medical condition that requires early diagnosis and treatment. The diagnosis of brain tumor involves the 

analysis of medical images obtained through various imaging modalities, such as magnetic resonance imaging (MRI). The accurate 

classification of brain tumors as benign or malignant is crucial for the selection of appropriate treatment options and prognosis. 

However, manual analysis of medical images is time-consuming and prone to errors due to subjective interpretation. Therefore, the 

development of automated methods for brain tumor classification is essential. In recent years, deep learning has emerged as a 

powerful technique for image analysis and has shown promising results in various medical imaging applications. In this paper, a 

deep learning-based approach for the classification of brain tumors as benign or malignant using MRI images is proposed. The 

proposed approach utilizes the ResNet50, VGG16 and Sequential CNN models for classification. Furthermore, the paper contains 

various image processing techniques, such as skull stripping and image normalization, to enhance the quality of MRI images. The 

remaining sections of this paper is organized as follows. Section 2 gives the related work in brain tumor classification. Section 3 

discussed the methodology of the proposed approach. Section 4 presents the experimental results and analysis. Finally, Section 5 

concludes the paper.  

Dataset used: A brain MRI dataset from Kaggle [23] is used which contains three class labels. This dataset for brain tumor 

classification includes a set of medical images (MRI scans) of the brain, along with corresponding labels indicating the presence or 

type of tumor. The images are annotated by medical professionals to provide information on the location and size of the tumors. The 

dataset is divided into training, validation, and test sets to support the development and evaluation of deep learning models for brain 

tumor classification. The dataset consists of three class labels: No tumor, Benign and Malignant.  

 

II.      RELATED WORK 

The existing systems for the classification of brain tumors using image processing and deep learning techniques are as follows.  

One of the earliest systems developed for this purpose was the system proposed by Marroquin et al. [8], which used a Bayesian 

method for the automatic extraction of brain MRI images. Y. Cheng et al.[22] suggested a deep learning-based approach for brain 

tumor classification. The proposed approach involves a deep belief network (DBN) and a convolutional neural network  that are 

jointly trained to learn the discriminative features from the MRI images.  
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Monica Subashini et al. [9] proposed  Artificial Neural Network(ANN) system for brain MR image extraction.The system extracts 

features from the input MRI images and uses a backpropagation algorithm to classify them as tumor or non-tumor regions. 

Later, various other systems were proposed that used machine learning and deep learning techniques for the classification of brain 

tumors. One such system was proposed by Pan et al. [11], which used a combination of ANN and CNN for brain tumor grading. S. 

Pereira et al. [15] suggested a deep learning-based approach for the segmentation of brain tumors in MRI images. The proposed 

method utilized a CNN architecture to automatically extract features from MRI images and classify each voxel as either tumor or 

non-tumor. Another system proposed by Sankari and Vigneshwari [13] used CNNs for automatic tumor segmentation in brain 

MRI images. R. S. Patil et al. in 2018 [20] provides an overview of various machine learning techniques that have been used for 

brain tumor classification. Naga Srinivasu et al. [18] used the HARIS algorithm and deep learning techniques for the identification 

of  brain tumors. B Kolkila et al.[1] proposed a method for the detection and classification of brain tumors using deep learning 

techniques applied to MRI images. 

The authors utilize a convolutional neural network architecture to extract features from the images and classify them into benign or 

malignant tumor categories.   Venkatesh S Lotlikar et al. [17] provides a comprehensive review of the various machine learning 

and deep learning techniques used for brain tumor detection in medical images, particularly MRI. Although these systems showed 

promising results, they had certain limitations. For instance, some of these systems had a limited dataset, which affected the 

accuracy and generalizability of the models. Thus, there is a need for an efficient and accurate system for the classification of brain 

tumors as benign or malignant using image processing and deep learning techniques. The proposed system aims to overcome the 

limitations of existing systems by using a larger dataset and incorporating deep learning techniques for improved accuracy. 

 

III.      PROPOSED METHODOLOGY 

The proposed Methodology consists of several key components, including image pre-processing, extraction of ROI, classification of 

tumor and Comparison of the models. The input to the system is a 3D MRI brain scan of a patient with a suspected brain tumor. The 

system then processes the input data through a series of steps to extract meaningful features and classify the tumor as either benign 

or malignant. The pre-processing stage involves several steps to enhance the quality of the MRI images. This includes normalization 

to standardize the image intensity levels, noise reduction using filters. The pre-processed images are then ready for extraction of 

ROI.  

ROI is performed in two parts: skull stripping and extraction of tumor area. The next is classification and is performed using deep 

learning techniques, such as ResNet50, VGG16 and sequential CNN models. The next stage is comparison of the deep learning 

models.  The algorithm 1 shows the steps involved in the classification of brain tumor as benign or malignant. 

Algorithm 1: Classification of Brain tumor as benign or malignant using image processing and deep learning techniques 

Input: Brain MRI image J 

Output: class label 

Method: 

Step 1: Pre-processing is done on the image using z-score normalization and Bilateral Filter. 

Step 2: The pre-processed image is skull stripped using Intensity based thresholding technique. 

Step 3: Tumor extraction is done on the image using alpha blending technique. 

Step 4: The image is fed to the CNN algorithms for Classification. 

Step 5: The Class label of the image is displayed. 

 

A. Image Pre-Processing 

This step is a critical step in the pipeline for medical image analysis, including the classification of brain tumors. The primary goal 

of pre-processing is to enhance the quality of the medical images and extract useful information from them. The pre-processing steps 

include the following: 

1) Image Normalization: The acquired images may have different intensities due to variations in the imaging parameters or 

hardware. Image normalization is a crucial pre-processing step that aims to normalize the intensity values of the images to a 

specific range. Z-score normalization technique is used to normalize the images to improve the accuracy and performance of the 

deep learning models. Z-score normalization, also known as standardization, is a technique used to normalize the data by 

transforming it into a standard normal distribution. In this technique, each value in the dataset is transformed to its 

corresponding z-score, which represents the number of standard deviations that value is away from the mean.  
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The formula for calculating the z-score of a value is (value - mean) / standard deviation. The resulting z-score value has a mean 

of 0 and a standard deviation of 1. Z-score normalization is commonly used in machine learning and data analysis to compare 

variables that are measured on different scales and to identify outliers. By applying image normalization techniques, one can 

improve the accuracy and reliability of the deep learning model for the classification of brain tumors. It can also help reduce the 

impact of image artifacts and variations in scanner settings, which can affect the quality and consistency of the input data. 

2) Noise Removal: Medical images may contain various types of noise, such as Gaussian noise, salt and pepper noise, or speckle 

noise. These noises can significantly affect the accuracy of the classification models. Therefore, it is essential to remove these 

noises before feeding the images to the deep learning models. Bilateral filter is used for removing salt and pepper noise. A 

bilateral filter is a non-linear image smoothing technique that is used to reduce noise while preserving edges in an image. It 

works by applying a Gaussian filter to the image, but with a weighting function that varies depending on the distance both in the 

intensity space and coordinate space. It is useful for images with high levels of noise and detailed edges, as it can preserve the 

edges while smoothing the image. The bilateral filter can be used to smooth an image while preserving the edges by adjusting 

the parameters of the filter such as the spatial standard deviation and the range standard deviation. The bilateral filter is applied 

to the normalized image to remove the noise. The output is the denoised image. By performing these pre-processing steps, the 

quality of the medical images can be enhanced, reduce the computational complexity of the classification models, and improve 

their accuracy. 

 

B. Extraction of Region of Interest 

Extraction of Region of Interest (ROI) is an essential step in the image processing pipeline for the classification of brain tumors as 

benign or malignant. This step involves identifying and extracting the relevant portions of the image that contain the tumor and 

excluding the parts that do not contribute to the analysis. The ROI extraction process can improve the accuracy of the classification 

by reducing the amount of irrelevant information in the image. The extraction of ROI is performed in two stages:  

1) Skull Stripping: Skull stripping, also known as brain extraction or brain stripping, is a process in medical image analysis that 

involves removing non-brain tissues from a volumetric medical image, such as an MRI or CT scan, to isolate the brain and 

improve the accuracy of image processing tasks. The non-brain tissues that are typically removed during skull stripping include 

the skull, scalp, and other extraneous tissues that surround the brain. The process is performed using intensity-based 

thresholding. At first a histogram is made that represents the intensities in grayscale of the brain image. The next step is to 

threshold the image using otsu’s method. ColorMap is applied to thresholded images where the threshold intensity is not zero. 

The area taken by each component and the label of the largest component. The pixels corresponding to the brain are acquired 

and the ones that do not correspond to the brain are removed from the image. The pixels left are the ones of the brain and the 

cerebrospinal fluid that surrounds it.  

2) Extraction of Tumor Area: The next stage is to extract the tumor from the skull stripped image.This is done using alpha 

blending technique. Alpha blending is a technique used to combine two or more images into a single image with varying 

degrees of transparency. n alpha blending, each pixel in the images or frames being combined has an associated alpha value that 

determines its degree of transparency or opacity. The alpha value typically ranges from 0 (completely transparent) to 1 

(completely opaque). To blend two images or frames using alpha blending, each pixel in the images or frames is combined 

using a weighted average based on its alpha value. The resulting pixel values are calculated as a weighted sum of the pixel 

values from each image or frame, with the alpha values used as the weights. The resulting image or frame has a degree of 

transparency that depends on the alpha values of the pixels being blended. 

 

C. Classification of Brain Tumor and Comparison of the models 

The classification of brain tumor uses  various techniques such as Convolutional Neural Networks (CNNs) to learn features from the 

tumor images and classify them based on those features. To classify the tumor, the extracted ROI is fed into the deep learning 

model. The model then processes the image and generates a prediction for the class of the tumor, which can either be notumor or 

benign or malignant.  

The classification accuracy of the model can be evaluated using various metrics such as accuracy, F1-score, precision, and recall. 

These metrics help in assessing the performance of the model and identifying areas of improvement. The Classification models used 

are ResNet50, VGG6 and Sequential CNN.  
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Comparison of the models is done to find out which of the three models give the best result. The comparison of models can be done 

using various performance metrics such as accuracy, precision, recall and F1-score. These metrics can be used to evaluate the overall 

performance of the models and compare them against each other.  

 

IV.      RESULTS 

Table 1 depicts the stages of the image in the proposed system. The image is first normalized and denoised and then the skull is 

removed. After skull stripping the tumor is extracted. This image is sent as input to the Classification models. 

           Table 1 Processing of input images 

S. No Input Image After Image Pre-

processing 

Ater Skull 

stripping 

After Tumor 

extraction 

After Classification 

1 

    

 

 

malignant 

2 

    

 

 

malignant 

3 

    

 

 

malignant 

 

4 

    

 

 

benign 

5 

  
  

 

 

No tumor 

 

The models were trained using a batch-size of 20 epochs. The complete dataset was randomly divided into training and testing data 

in a 80-20 ratio. The Model Checkpoint callback is defined to save the best model weights based on validation loss during training. 

It will save the weights of the model to a file with a specified format, including the epoch number, validation loss, and validation 

accuracy. 

The EarlyStopping callback is defined to stop training early if there is no significant improvement in validation loss for a designated 

number of learning cycles.The figures 1-3 show the variation in accuracies and losses of the training data and validation data when 

data has been trained under different pre-trained various models. The x-axis indicates the number of epochs, and the y-axis denotes 

the accuracy rate in the chart. Figure 4 depicts comparison of various models.   
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Fig 1 Comparison of Accuracies and Losses: ResNet50 

 

 
Fig 2 Comparison of Accuracies and Losses: VGG16 

 

 
Fig 3 Comparison of Accuracies and Losses: Sequential CNN 

 

                                    
Fig 4 Comparison of various Models 
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Table 2 Metrics of CNN Models 

S. No Deep Learning Models Accuracy Precision Recall F1-score 

1 ResNet50 90.7% 0.93 0.92 0.9 

2 VGG16 98.5% 0.99 0.99 0.99 

3 Sequential CNN 89.6% 0.9 0.92 0.9 

 

Table 2 shows the comparison of performance metrics of all the three CNN models: ResNet50, VGG16, Sequential CNN. The 

precision of the models are 0.93, 0.99, 0.9 respectively,  which means that out of all the positive predictions made by the model, 

93%, 99%, % 90 of them are actually true positives. The recall is 0.92, 0.99 and 0.92 respectively, which means that the models 

correctly identified 92%, 99% and 92% of the positive cases out of all the actual positive cases. This indicates that the models are 

good at detecting the positive cases and have a low rate of false negatives. The  F1-score indicates that the models have a good 

balance of precision and recall. This means that the models are able to correctly classify both positive and negative instances with 

high accuracy.  

 

V.      CONCLUSION 

The approaches involved in this paper are preprocessing the MRI images to enhance contrast, performing skull stripping to isolate 

the brain tissue, and extracting the region of tumor. A deep convolutional neural network (CNN) is used to classify the tumors as no 

tumor or benign or malignant based on the extracted tumor areas from the MRI images.The classification of brain tumor is done 

with accuracy of 90.7% using Resnet50, 98.5% using VGG16 and 89.6% using sequential CNN.  Out of all the three models, the 

VGG16 model achieved an accuracy of 98.5% on the test dataset which is greater than CNN and Resnet50.  
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