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Abstract: Psychiatric disorders, especially bipolar affective disorder, present a significant burden on national and global 

healthcare systems, warranting advanced clinical management methods. Machine learning (ML) has emerged as a reliable tool 

to advance diagnosis, treatment, and monitoring. This paper compiles insights from literature to confirm the applicability of ML 

models in the clinical setting.  

The findings indicate that ML can predict psychiatric disorder symptoms from speech and imaging data with up to 89% 

accuracy. Furthermore, individual responses to treatment and remission cases can be forecasted with accuracies exceeding 80%. 

ML can also predict prevailing symptoms after treatment with up to 91.26% accuracy. 
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I. INTRODUCTION 

The prevalence of psychiatric disorders has proliferated in recent years, increasing the demand for effective diagnosis methods and 

treatments. According to the World Health Organization (WHO) [1], there has been a 13% global rise in mental health disorders. 

This problem is significant regardless of demographics.  

For example, 20% of the world's adolescents and children have a psychiatric disorder, while about 14% of adults aged above 60 are 

affected [1] [2].  

The high incidence of psychiatric disorders and the associated health risks are mainly due to the difficulty of early diagnosis and 

treatment, which is associated with patients' heterogeneity and the complexity of neuronal degeneration. Machine learning (ML), a 

subset of artificial intelligence (AI), has emerged as a potential tool to help address these issues. ML models can directly predict 

psychiatric disorders and determine appropriate clinical interventions, helping deliver patient-specific treatment. 

 

II. MACHINE LEARNING APPLICATIONS IN MANAGING PSYCHIATRIC DISORDERS 

ML can be mainly applied to diagnose mental health issues and recommend patient-specific treatments and interventions. The 

underlying feature extraction, classification, and selection methods can learn features from various sources, such as neuroimaging 

brain data, and respond to data variations and individual patient differences.  

These provisions enhance the accuracy, performance, and reliability of disease-specific diagnostic methods. Furthermore, ML 

algorithms can combine clinical diagnosis and pre-trained data on treating psychiatric disorders to prescribe clinical interventions 

with the highest possibility of achieving positive health outcomes. This section describes ML and summarizes recent proposals 

regarding diagnosing and treating psychiatric disorders. 

 

A. Machine Learning 

ML is an AI domain that allows computer algorithms to learn patterns in data without explicit programming. Supervised and 

unsupervised learning are among the most commonly used ML approaches [3]. Supervised learning predicts outcomes using labeled 

data input, while unsupervised learning features no explicit guidelines or measurements.  

Ensemble learning can also be used to enhance model performance or minimize the probability of selecting poor-performance 

models [3]. Deep learning (DL) and neural networks have become increasingly prominent types of ML because of their ability to 

solve multiple problems, such as natural language processing, speech recognition, and image processing [3] [4]. For example, the 

said methods can predict negative symptoms of schizophrenia from speech signals and bipolar disorder (BD) from magnetic 

resonance imaging (MRI) and computed tomography scans [5]. The most preferred algorithms in the medical context include 

support vector machines (SVMs), random forests (RFs), and gradient boosting (GB) [5]. 
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B. Assessing Psychiatric Disorder Symptoms 

 
Fig. 1: The superiority of the MVFDA over the conventional HAMD-25 [7] 

 
Researchers have presented extensive evidence indicating the efficacy of ML models for predicting psychiatric disorders from 

verbal cues. Li et al. [6] use DL-based natural language processing (NLP) methods to analyze depressive symptoms during clinical 

interviews. This approach attains an F1 score of 0.719 when categorizing the four-level depression severity and 0.890 when 

assessing the presence of depressive symptoms [6]. Similarly, Luo et al. propose using ML to predict psychiatric disorders from 

speech [7]. The authors use the multidimensional speech feature diagnosis and evaluation system (MVFDA) that amalgamates DL 

and multidimensional speech features for diagnosing depressive disorder in adolescents and children. As illustrated in Fig 1., this 

ML approach outperforms the 24-item Hamilton Rating Scale for Depression (HAMD-24), with a 90.91% specificity and 92.73% 

sensitivity [7]. These reports indicate that ML models can be trained to detect psychiatric disorder symptoms from patients' regular 

speech, accelerating the diagnosis process and accuracy. 

 
Fig. 2: Comparative AUC and ROC values for SVM, RF, LGBM, XGBoost, and CatBoost classifiers [10] 
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Similarly, ML models can rapidly predict psychiatric disorders from imaging data. Venkatapathy et al. [8] propose graph theory-

based graph convolution networks and a resting-state functional MRI data analysis to diagnose depression. This approach achieves 

0.24% down-sampling accuracy and 71.18% up-sampling accuracy for detecting patients with major depressive symptoms [8]. 

Similarly, Cao et al. [9] use DL on structural magnetic resonance imaging (sMRI) to predict depression symptom phenotypes in 

late-life depression. The ML approach accurately predicts the regions of interest in the orbital frontal cortex and anterior cingulate, 

indicating the potential for rapid diagnosis. Furthermore, ML can be used to predict the adverse health outcomes of prevailing 

psychiatric disorders among patients. For example, Yu et al.'s [10] ML technique, based on multimodal MRI radiomics, predicts the 

risk of stroke among psychiatric disorder patients with a 0.788 F1 score, 0.902 specificity, 0.739 sensitivity, and 0.831 accuracy. Fig. 

2 indicates the comparative AUC and ROC values for the main classifiers in Yu et al.'s study. These findings further demonstrate 

the potential of ML to revolutionize the use of medical imaging for diagnosing mental health problems. 

ML also provides a feasible platform to differentiate psychiatric disorders, a crucial role considering there are over 200 types of 

known mental health disorders. Su et al. [11] illustrate the use of ML to distinguish major depressive disorder from bipolar 

depression.  

The study leverages lymphocyte subpopulation-based features to predict the maladies with an accuracy exceeding 90% [11]. The 

samples for the clinical trials are obtained from peripheral blood, which is less invasive, reinforcing the validity of the proposed 

method. Similarly, Gong et al. [12] use XGBoost, an ML prediction model, to improve classification ability. The technique 

successfully differentiates major depressive disorder from bipolar disorder with a 0.849 accuracy [12]. Furthermore, the model 

distinguishes major depressive disorder from bipolar disorder with depressive episodes with a 0.899 accuracy [12]. Differentiating 

the maladies, including bipolar disorder, depressive episodes, major depressive disorder, and schizophrenia, facilitates accurate and 

responsive treatment. 

 

C. Prognosis and Treatment of Psychiatric Disorders 

ML can also be applied to predict individual responses to psychiatric disorder treatments. Squarcina et al. [13] investigate the 

feasibility of different DL models for predicting depression treatment response. Their findings indicate that the ML approach 

achieves accuracies of about 80%, outperforming conventional regression methods [13]. Wallert et al. [14] also recommend using 

ML and multimodal data to predict remission among depression patients after internet-delivered psychotherapy. The researcher's RF 

model predicts remission with an average accuracy of 0.656 [14]. Grzena et al. [15] find similar results for using ML and 

multimodal data for predicting treatment response for late-life depression, which affects adults aged 60 and above. The authors 

report that the SWM-radial bias function and RF outperform conventional clinical methods, with a cross-validated AUC of 0.80 and 

0.83, respectively [15]. The treatment outcome predictions can be leveraged to inform personalized treatment and promote positive 

patient outcomes.  

Furthermore, ML can be combined with additional devices, such as wearable sensors and mobile phones, to detect changes in 

patients' health that indicate new or reoccurring psychiatric disorders. For example, Chalmers et al. [16] illustrate the positive results 

of using ML and smart meter data to detect variations in sleep behavior, a common indicator of depression and Alzheimer's disease. 

The authors use the VPC neural network classifier, achieving a 95.96% accuracy, with 0.975 specificity and 0.943 sensitivity [16]. 

Wearable sensors measuring variables like temperature, galvanic skin response, and heart rate can also be used to predict stress 

among patients.  

Salafi and Kah use SVM and K-means clustering to predict stress levels from wearable sensor data with 91.26% accuracy [17]. 

These findings indicate that care practitioners can use devices and sensors on patients to monitor health outcomes and promptly 

detect remissions or mental health complications. 

 

D. Clinical Applications of ML to Bipolar Affective Disorder 

The previous sections indicate the general suitability of ML for diagnosing psychiatric disorders and predicting treatment and health 

outcomes. These benefits are retained for the clinical management of bipolar affective disorder, commonly reported in literature as 

just bipolar disorder (BD).  

Specifically, ML models can be used to rapidly diagnose BD, helping differentiate it from other psychiatric disorders and 

determining appropriate treatment. Furthermore, ML systems can predict treatment outcomes and disease progression, allowing care 

practitioners to deploy more aggressive, patient-specific interventions. High accuracies are attained across all these applications, as 

indicated in the studies reviewed hereafter. 

 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 

                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 11 Issue XII Dec 2023- Available at www.ijraset.com 

     

450 © IJRASET: All Rights are Reserved |  SJ Impact Factor 7.538 |  ISRA Journal Impact Factor 7.894 |  

 

1) Diagnosing BD 

Jan et al. [18] review the role of ML in diagnosing BD. They report that about 60% of BD patients are misdiagnosed and treated for 

depression, increasing the associated risks of morbidity and mortality. Thus, the authors investigate reports in literature, using a 

systematic review to determine if ML can help improve the diagnosis accuracy and ensure appropriate treatment. The study finds 

multiple candidate models for this application, including DL-based models, clustering algorithms, natural language processing, 

model-based clustering, regression models, and classification systems. Regardless of the model type, magnetic resonance imaging is 

preferred to classify BD patients. Furthermore, the accuracy range is 64% to 98% [18]. These findings indicate the reliability of ML 

to rapidly and accurately predict BD symptoms. 

Besides directly diagnosing BD, ML can be used to differentiate the said malady from other common psychiatric disorders with 

similar symptoms. This role is particularly beneficial for distinguishing BD from borderline personality disorder (BPD). Both 

conditions have overlapping behaviours and symptoms, including deliberate self-harm, suicidality, and dysphoric mood states [19]. 

Bayes et al. illustrate the ability of ML to differentiate BD and BPD cases accurately [19]. The authors apply an ML approach to 82 

patients meeting the Diagnostic and Statistical Manual (DSM) criteria for BD and BPD. The diagnosis is based on sequential data 

collected using smartphone mood ratings. The model classifies BP and BPD with 84.1%-87.8% and 50%-57.7% accuracy, 

respectively [19]. The accuracy in differentiating between the two disorders is 73.1% to 73.9% [19]. The accuracies exceed the 

classification accuracy attained using DSM criteria. 

Arribas et al. [20] present a signature-based ML model for differentiating BD from BPD. The authors use the daily mood ratings of 

130 patients with BD and BPD, collected using a bespoke smartphone app over a year. Consequently, a signature-based learning 

technique captures the changing interrelationships between different mood elements, helping classify patients' diagnoses and predict 

the consequent mood. As illustrated in Fig. 3, The ML approach classifies patients into appropriate diagnostic groups with 75% 

accuracy (healthy, bipolar, and borderline), while conventional methods only achieve 54% accuracy. In particular, the learning 

model predicts BD with 82-90% accuracy and BPD with 70-78% accuracy. These results indicate the possibility of improving BD 

diagnosis baselines. For example, the model in [20] improves the BD prediction accuracy reported by [19] by up to 2.2%. Moreover, 

the studies by [19] and [20] indicate that mood ratings are the ideal type of historical data when diagnosing BD. Without such 

historical data, magnetic resonance imaging should be used. 

 
Fig. 3: The diagnosis classification and multiperiod mood prediction by Arribas et al.'s model [20] 
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2) Treatment and Prognosis of BD 

ML can be used to select appropriate treatment for BD. According to Passos et al. [21], this approach can guide personalized 

medicine to help reduce the reliance on group-based methods. In this case, ML is developed into user-friendly calculators that can 

be incorporated into the clinical workflow of electronic health records. A calculator fundamentally predicts patient responses to 

specific interventions, and care practitioners can opt for alternative therapies in case of negative predictions [21. Researchers 

suggest that such calculators are feasible for predicting BD patients' multimorbidity profile and other nuances [21]. Fleck et al. [22] 

support this premise by presenting the LITHium Intelligent Agent, a linguistic ML system for predicting BD patients' responses to 

lithium treatment. The model achieves near-perfect classification accuracy, predicting post-treatment malady alleviation at eight 

weeks with 88% training accuracy and 80% validation accuracy [22]. The ML system also outperforms conventional deterministic 

comparison methods. Therefore, ML can help reduce the morbidity and mortality associated with delayed or inaccurate treatment. 

ML also offers a platform to predict individual responses to BD treatment and potential future medical complications. de Siqueira et 

al. [23] document the use of ML to predict depressive relapses among BD patients. They implement multiplayer perceptron, Naïve 

Bayes, RFs, and SWMs on a dataset comprising data from 507 relapse and 293 no-relapse patients. As illustrated in Fig. 4, all three 

algorithms reasonably predict depressive relapse, with F-measures ranging between 61% and 80% [23]. The RF approach achieves 

the highest prediction accuracy (74% for the no-relapse group and 68% for the relapse group) [23]. Salem et al. [24] also report the 

feasibility of ML in predicting rapid readmission of BD patients. The authors find that their ML model can identify the main 

predictors for the risk of 30-day readmission with 77% specificity and 83% sensitivity [24]. Fig. 5 illustrates the comparative 

sensitivity and specificity performance, with a ROC curve representing the receiver operating characteristic curve. These findings 

demonstrate that ML enables personalized medicine by helping care practitioners predict and avert adverse treatment and health 

outcomes. 

 
Fig. 4: Comparative F-measure by visit in [23] 

 

 
Fig. 5: The ML model performance in [24] 
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III. CONCLUSION 

Psychiatric disorders, particularly BD, present a significant national and global burden, necessitating elaborate diagnosis, treatment, 

and patient monitoring interventions. ML has emerged as a feasible platform for improved clinical management of the disorders in 

recent years. For example, ML models can predict symptoms from speech and imaging data with up to 89% accuracy. Furthermore, 

ML can be used to differentiate between psychiatric disorders, with accuracies exceeding 90%. This role is particularly crucial due 

to the large number of mental health issues and the high misdiagnosis risk. Under prognosis and treatment, ML can be used to 

predict individual responses to treatment and remission cases, with accuracies exceeding 80%. ML models can also be used to 

analyze data from sensors and wearable devices to monitor patient's health outcomes and promptly detect psychiatric complications. 

Based on reports in literature, ML outperforms conventional clinical methods in all the mentioned application areas, indicating the 

potential to revolutionize the diagnosis, treatment, and management of BD. However, pertinent issues, such as system security and 

patients' privacy, should be resolved before ML methods are used on a large scale. 

 

IV. ACKNOWLEDGMENT 

I thank Dr. Amar Singh for the vital guidance and instruction throughout the course. I also thank my peers for their useful feedback 

and collaboration in this and past projects. Additionally, to my family, thank you for believing in me and my academic journey. 

Without you all, my academic progress would never have been assured. 

 

REFERENCES 
[1] WHO, "Mental health," who.int. https://www.who.int/health-topics/mental-health#tab=tab_2 (accessed Nov. 28, 2023). 

[2] WHO, "Mental health of older adults," who.int. https://www.who.int/news-room/fact-sheets/detail/mental-health-of-older-adults (accessed Nov. 28, 2023). 

[3] J. Chung and J.Teo, "Mental health prediction using machine learning: taxonomy, applications, and challenges," Applied Computational Intelligence and Soft 

Computing, vol. 2022, pp. 1-19, 2022.  

[4] M. Quaak, L. van de Mortel, R. M. Thomas, and G. van Wingen, "Deep learning applications for the classification of psychiatric disorders using neuroimaging 

data: Systematic review and meta-analysis," NeuroImage: Clinical, vol. 30, pp. 102584, 2021.  

[5] M. Montazeri, M. Montazeri, K.  Bahaadinbeigy, M. Montazeri, and A. Afraz, "Application of machine learning methods in predicting schizophrenia and 

bipolar disorders: A systematic review," Health Science Reports, vol. 6, no. 1, e962, 2023. 

[6] N. Li, L. Feng, J. Hu, L. Jiang, J. Wang, J. Han, ... and G. Wang, "Using deeply time-series semantics to assess depressive symptoms based on clinical 

interview speech," Frontiers in Psychiatry, vol. 14, pp. 1104190, 2023. 

[7] J. Luo, M. Liu, L. Feng, Z. Li, Y. Wu, J. Lu, and F. He, "Multidimensional voiceprint feature assessment system for identifying the depression in children and 

adolescents: A diagnostic test," Frontiers in Psychiatry, vol. 14, pp. 1105534, 2023. 

[8] S. Venkatapathy, M. Votinov, L. Wagels, S. Kim, M. Lee, U. Habel, ... and H. G. Jo, "Ensemble graph neural network model for classification of major 

depressive disorder using whole-brain functional connectivity," Frontiers in Psychiatry, vol. 14, pp. 1125339, 2023. 

[9] B. Cao, E. Yang, L. Wang, Z. Mo, D. C. Steffens, H. Zhang, ... and G. G. Potter, "Brain morphometric features predict depression symptom phenotypes in 

late-life depression using a deep learning model," Frontiers in Neuroscience, vol. 17, 2023. 

[10] H. Yu, Z. Wang, Y. Sun, W. Bo, K. Duan, C. Song, ... and N. Wu, "Prognosis of ischemic stroke predicted by machine learning based on multimodal MRI 

radiomics," Frontiers in Psychiatry, vol. 13, pp. 1105496, 2023. 

[11] L. Su, Y. Shuai, S. Mou, Y. Shen, X. Shen, Z. Shen, and X. Zhang, "Development and validation of a nomogram based on lymphocyte subsets to distinguish 

bipolar depression from major depressive disorder," Frontiers in Psychiatry, vol. 13, pp. 1017888, 2022. 

[12] Y. Gong, Z. Lu, Z. Kang, X. Feng, Y. Zhang, Y. Sun, ... and W. Yue, "Peripheral non-enzymatic antioxidants as biomarkers for mood disorders: Evidence 

from a machine learning prediction model," Frontiers in Psychiatry, vol. 13, pp. 1019618, 2022. 

[13] L. Squarcina, F. M. Villa, M. Nobile, E. Grisan, and P. Brambilla, "Deep learning for the prediction of treatment response in depression," Journal of Affective 

Disorders, vol. 281, pp. 618-622, 2021. 

[14] J. Wallert, J. Boberg, V. Kaldo, D. Mataix-Cols, O. Flygare, J. J. Crowley, ... and C. Rück, "Predicting remission after internet-delivered psychotherapy in 

patients with depression using machine learning and multimodal data," Translational Psychiatry, vol. 12, no. 1, pp. 357, 2022. 

[15] A. Grzenda, W. Speier, P. Siddarth, A. Pant, B. Krause-Sorio, K. Narr, and H. Lavretsky, "Machine learning prediction of treatment outcome in late-life 

depression," Frontiers in Psychiatry, vol. 12, pp. 738494, 2021. 

[16] C. Chalmers, W. Hurst, M. Mackay, and P. Fergus, "A smart health monitoring technology," in Intelligent Computing Theories and Application: 12th 

International Conference, ICIC. Lanzou, China: Springer International Publishing, 2016, pp. 832-842 

[17] T. Salafi and J. C. Y. Kah, "Design of unobtrusive wearable mental stress monitoring device using physiological sensor," in 7th WACBE World Congress on 

Bioengineering 2015. Singapore: Springer International Publishing, 2015, pp. 11-14. 

[18] Z. Jan, N. Ai-Ansari, O. Mousa, A. Abd-Alrazaq, A. Ahmed, T. Alam, and M. Househ, "The role of machine learning in diagnosing bipolar disorder: Scoping 

review," Journal of Medical Internet Research, vol. 23, no. 11, e29749, 2021. 

[19] A. Bayes, M. J. Spoelma, D. Hadzi-Pavlovic, and G. Parker, "Differentiation of bipolar disorder versus borderline personality disorder: A machine learning 

approach," Journal of Affective Disorders, vol. 288, 68-73, 2021. 

[20] I. P. Arribas, G. M. Goodwin, J. R. Geddes, T. Lyons, and K. E. Saunders, "A signature-based machine learning model for distinguishing bipolar disorder and 

borderline personality disorder," Translational Psychiatry, vol. 8, no. 1, pp. 274, 2018. 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 

                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 11 Issue XII Dec 2023- Available at www.ijraset.com 

     

453 © IJRASET: All Rights are Reserved |  SJ Impact Factor 7.538 |  ISRA Journal Impact Factor 7.894 |  

 

[21] I. C. Passos, P. L. Ballester, R. C. Barros, D. Librenza-Garcia, B. Mwangi, B. Birmaher, ... and F. Kapczinski, "Machine learning and big data analytics in 

bipolar disorder: A position paper from the International Society for Bipolar Disorders Big Data Task Force," Bipolar Disorders, vol. 21, no. 7, pp. 582-594, 

2019. 

[22] D. E. Fleck, N. Ernest, C. M. Adler, K. Cohen, J. C. Eliassen, M. Norris, ... and S. M. Strakowski, "Prediction of lithium response in first-episode mania using 

the LITHium Intelligent Agent (LITHIA): Pilot data and proof-of-concept," Bipolar Disorders, vol. 19, no. 4, pp. 259-272, 2017. 

[23] L. de Siqueira Rotenberg, R. G. Borges-Junior, B. Lafer, R. Salvini, and R. da Silva Dias, "Exploring machine learning to predict depressive relapses of 

bipolar disorder patients," Journal of Affective Disorders, vol. 295, pp. 681-687, 2021. 

[24] H. Salem, A. Ruiz, S. Hernandez, K. Wahid, F. Cao, B. Karnes, ... and T. Pigott, "Borderline personality features in inpatients with bipolar disorder: Impact on 

course and machine learning model use to predict rapid readmission," Journal of Psychiatric Practice®, vol. 25, no. 4, pp. 279-289, 2019. 

 

 

 



 


