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Abstract: Image classification is a hot research topic in today's society and an important direction in the field of image 

processing research. Image classification is a supervised learning method used to classify images. Paper analyses four common 

image classification algorithms: convolution neural network, support vector machine, artificial neural network and logistic 

regression. In the research work, both theoretical and empirical approaches were followed. For the theoretical approach a 

review of both secondary data as well as data based on results obtained by application on the tools is studied. Secondary data was 

acquired from the research articles, text books, journals, technical reports, published thesis, websites, e-journals, software tool 

manuals, conference  proceedings and any other research articles published in the related domain. The empirical study was 

carried out on the set of experiments, using software tools. The results obtained from the experiments were analyzed for the 

finding of the research. The paper compares the results of these four algorithms when tested on same dataset, in same 

environment and on same system. Research paper proves that results obtained from theoretical analysis are same as results 

obtained from experiments. The study found out that best results were given by convolution neural network, followed by support 

vector machine, artificial neural network and at last logistic regression. 

Keywords: Image Classification, Artificial Neural Network, Convolution Neural Network, Logistic Regression, Support Vector 

Machine. 

I. INTRODUCTION 

Recently, machine learning (ML) has become very widespread in research and has been incorporated in a variety of applications, 

including text mining, spam detection, video recommendation, image classification, and multimedia concept retrieval.[1] Image 

classification is a big part of machine learning.[2] Image classification involves assigning a label or tag to an entire image based on 

pre existing training data of already labelled images. While the process may appear simple at first glance, it actually entails pixel-

level image analysis to determine the most appropriate label for the overall image. This provides us with valuable data and insights, 

enabling informed decisions and actionable outcomes. However, we need to make sure that data labelling is completed accurately in 

the training phase to avoid discrepancies in the data. In order to facilitate accurate data labelling, publicly available datasets are 

often used in the model training phase.[3]There are many image classification algorithms. The more common ones are machine 

learning and deep learning. Different models have different effects in different problems.[4] In this paper four image classification 

will be compared to check the accuracy. Four algorithms used for comparison are convolution neural network, support vector 

machine, artificial neural network and logistic regression. 

 

II. TAXONOMY 

Let’s discuss the four image classification algorithms in brief: 

 

A. Logistic Regression (LR) 

Logistic regression is a supervised machine learning algorithm that accomplishes binary classification tasks by predicting the 

probability of an outcome, event, or observation. The model delivers a binary or dichotomous outcome limited to two possible 

outcomes: yes/no, 0/1, or true/false.[5] The logistic function was invented in the 19TH century by Pierre François Verhulst a French 

mathematician for the description of growth of human populations, and the course of autocatalytic chemical reactions.[6] Logistic 

Regression is an extension of linear Regression. When the outcome variable is continuous, we usually use simple linear regression. 

For example, if we want to see how body mass index (BMI) predicts blood cholesterol level (continuous), we would use simple 

linear regression. But in many cases the outcome variable is categorical in nature. For example, if we want to see how smoking habit 

predicts the odds of having cardiovascular diseases, than the outcome variable is categorical and has two categories (have 

cardiovascular disease: yes/ no). In such cases it is not idle to use simple linear regression, because, when the outcome variable is 

not continuous the assumptions of linear regression i.e., linearity, normality and continuity are violated. To deal with categorical 

outcome variables, logistic regression was introduced as an alternative to simple linear regression.[7]  
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The biggest difference between it and linear regression is that in logistic regression data points are not arranged in line rows.[8] 

Unlike linear regression, in logistic regression, we fit a “S” shaped logistic function, instead of a regression line. Linear Regression 

solves regression problems, while logistic regression solves classification problems. Logistic regression can be of different types, 

such as binomial (binary), multinomial, or ordinal depending on the nature of outcome variable. When the outcome variable can 

have only two categories, (e.g., disease present vs. disease absent, dead vs. alive) then binomial or binary logistic regression is used, 

if the outcome variable have more than two categories (e.g., drug A, drug B, and drug C) which are not ordered then multinomial 

logistic regression is used and if the outcome variable is ordered (e.g., poor, fair, good, very good, excellent) then ordinal logistic 

regression is used.[7] 

 

B. Artificial Neural Network (ANN) 

The study of the human brain is thousands of years old. With the advent of modern electronics, it was only natural to try to harness 

this thinking process. The first step toward artificial neural networks came in 1943 when Warren McCulloch, a neurophysiologist, 

and a young mathematician, Walter Pitts, wrote a paper on how neurons might work. They modelled a simple neural network with 

electrical circuits.[9] An Artificial Neural Network (ANN) is a computational model inspired by the human brain’s neural structure. 

It consists of interconnected nodes (neurons) organized into layers. Information flows through these nodes, and the network adjusts 

the connection strengths (weights) during training to learn from data, enabling it to recognize patterns, make predictions, and solve 

various tasks in machine learning and artificial intelligence.[10] ANNs are high in pattern recognition-like abilities, which are 

needed for pattern recognition and decision-making and are robust classifiers with the ability to generalize and make decisions from 

large and somewhat fuzzy input data.[11] Most machine learning today is artificial neural networks. Because of the recent rise in 

computing power, these neural networks have turn into tremendously popular, and they are presently found practically 

everywhere.[12] Few areas that uses artificial neural network are: Medical diagnosis and health care, facial recognition, behaviour 

of social media users is analysed using ANN, stock market forecasting, weather forecasting, robotics and dynamics, etc. 

 

C. Support Vector Machines (SVM) 

Support vector machine was first proposed by Vapnik in 1995.[13] Support Vector Machines have been developed in the framework 

of Statistical Learning Theory.[14] Traditional statistics study the situation when the amount of samples tends to be infinite. 

However, the amount of samples in our daily lives is usually limited. Different from traditional statistics, Statistical Learning 

Theory(SLT) is a theory that specializes in studying the laws of machine learning in the case of small samples. SLT provides a new 

framework in dealing with the general learning problem.[15] The support vector machine is a novel small-sample learning method, 

because it is based on the principle of structural risk minimization, rather than the traditional empirical risk minimization principle, 

it is superior to existing methods on many performances.[16] Support vector machines, being computationally powerful tools for 

supervised learning, are widely used in classification, clustering and regression problems. SVMs have been successfully applied to a 

variety of real-world problems like particle identification, face recognition, text categorization, bioinformatics, civil engineering and 

electrical engineering etc.[17] 

 

D. Convolution Neural Network (CNN) 

In the field of deep learning, the CNN is the most famous and commonly employed algorithm.[1] LeNet is the first Convolutional 

Neural Network (CNN) proposed by Yann LeCun, in 1998. It was used mainly to recognize digits and handwritten numbers on bank 

checks.[18] Convolutional Neural Networks (CNNs) are analogous to traditional ANNs in that they are comprised of neurons that 

self-optimise through learning.[19] CNN is to blame for the current popularity of deep learning. The primary benefit of CNN over 

its forerunners is that it does everything automatically and without human supervision, making it the most popular. Convolutional 

neural networks are used to automatically learn a hierarchy of features that can then be utilized for classification, as opposed to 

manually creating features. In achieving this, a hierarchy of feature maps is constructed by iteratively convolving the input image 

with learned filters. Because of the hierarchical method, higher layers can learn more intricate features that are also distortion and 

translation invariant.[20] Generally, a CNN consists of three main neural layers, which are convolutional layers, pooling layers, and 

fully connected layers. These different kinds of layers play different roles.[18] The first two, convolution and pooling layers, 

perform feature extraction, whereas the third, a fully connected layer, maps the extracted features into final output, such as 

classification. [21] 
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1) Feature Extraction 

a) Input: Input for convolutional neural networks is provided through images.[20] 

b) Convolution: It applies a set of learnable filters (also known as kernels) to the input data. These filters are small grids that slide 

over the input image to perform element-wise multiplications and additions. Each filter extracts specific features from the input 

data, such as edges, textures, or more complex patterns. Multiple filters are used to capture different features. The output of this 

layer is called feature maps.[22] 

c) Pooling: Pooling is the step in which features are extracted from the image output of a convolutional layer. This involves 

reducing the dimensionality of the image by extracting its key features, and combining the resulting output of the previous layer 

into a single one.[23] 

 

2) Classification 

a) Fully Connected Layer: The fully connected layer is where image classification happens in the CNN based on the features 

extracted in the previous layers.[24] A fully connected layer is employed to predict the most suitable label for the given image. 

This involves flattening the output from the previous layers. The feature maps are typically flattened into a one-dimensional 

vector. This is done to match the dimensionality between the convolutional/pooling layers and the fully connected layers.[22] 

Here, fully connected means that all the inputs or nodes from one layer are connected to every activation unit or node of the 

next layer.[24] 

b) Output: Finally the classified and extracted images are given as output.[23] 

 

III. ENVIRONMENT 

This experiment is written on Jupyter notebook using python language. Jupyter notebook is an application of anaconda navigator 

that acts as a graphical user interface. Experiment is conducted using a 64 bit windows 10 system, the processor is Intel(R) 

Core(TM) i3-7020U CPU @ 2.30GHz  and the memory is 8.00 GB RAM. The dataset used for the purpose is taken from the 

following website: https://www.kaggle.com/  on 1st December 2023 at 05:00 PM. The dataset used contains binary images only. 

The size of the dataset is 62 MB and it comprises of 48x48 pixel grayscale images of faces. The faces have been automatically 

registered so that the face is more or less centred and occupies about the same amount of space in each image.There are seven 

categories of emotions in the dataset (0=Angry, 1=Disgust, 2=Fear, 3=Happy, 4=Sad, 5= Surprise, 6=Neutral). The training set 

consists of 28,709 examples and the public test set consists of 3,589 examples.[25]  For implementing neural networks tensor flow 

is must. Tensor flow is a python library for high performance numerical calculations that allows users to create sophisticated deep 

learning and machine learning applications.[26] 

 

IV. RESULTS AND ANALYSIS 

The experiment was carried out in order to compare the accuracy of four image classification algorithms, mainly  convolution neural 

network, support vector machine, artificial neural network and logistic regression. All the four algorithms were tested on same 

dataset and in same environment using same system. 

 

A. Dataset 

The dataset consists of seven categories of emotions (0=Angry, 1=Disgust, 2=Fear, 3=Happy, 4=Sad, 5= Surprise, 6=Neutral). The 

training set consists of 28,709 examples and the public test set consists of 3,589 examples. The bar graph shown in figure 1 displays 

the distribution of emotion classes in the training and testing sets.  

 
Fig.1 Distribution Of Emotion Classes In Training And Testing Sets. 
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B. Confusion Matrix 

A confusion matrix is a table that is used to define the performance of a classification algorithm. A confusion matrix visualizes and 

summarizes the performance of a classification algorithm.[27] A confusion matrix shows the actual and predicted counts of each 

category of emotion. 

 

 
Fig.2 Logistic Regression Confusion Matrix   

 

 
Fig.3 Artificial Neural Network Confusion Matrix 

 

                                           
 Fig.4 Support Vector Machine Confusion Matrix 
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Fig.5 Convolution Neural Network Confusion Matrix 

 

C. Classification Report 

The classification report visualizer displays the precision, recall, F1, and support scores for the model. In order to support easier 

interpretation and problem detection, the report integrates numerical scores with a color-coded heatmap. All heatmaps are in the 

range (0.0, 1.0) to facilitate easy comparison of classification models across different classification reports. 

1) Precision: Precision can be seen as a measure of a classifier’s exactness. 

2) Recall: Recall is a measure of the classifier’s completeness 

3) f1 score: The F1 score is a weighted harmonic mean of precision and recall such that the best score is 1.0 and the worst is 0.0 

4) Support: Support is the number of actual occurrences of the class in the specified dataset. Support doesn’t change between 

models but instead diagnoses the evaluation process.[28] 

TABLE 1 

 Classification Report for Logistic Regression 

 Precision Recall F1-Score Support 

0=Angry 0.26 0.07 0.10 958 

1=Disgust 1.00 0.00 0.00 111 

2=Fear 0.19 0.16 0.18 1024 

3=Happy 0.36 0.77 0.49 1774 

4=Sad 0.33 0.23 0.27 1233 

5= Surprise 0.28 0.24 0.26 1247 

6=Neutral 0.43 0.16 0.23 381 

accuracy   0.32 7178 

macro avg 0.41 0.23 0.22 7178 

weighted avg 0.32 0.32 0.28 7178 

 

TABLE 2 

Classification Report for Artificial Neural Network 

 Precision Recall F1-Score Support 

0=Angry 1.00 0.00 0.00 958 

1=Disgust 0.00 0.00 0.00 111 

2=Fear 0.24 0.02 0.04 1024 

3=Happy 0.38 0.77 0.50 1774 

4=Sad 0.29 0.32 0.31 1233 

5= Surprise 0.32 0.24 0.27 1247 

6=Neutral 0.38 0.52 0.44 831 

accuracy   0.35 7178 

macro avg 0.37 0.27 0.22 7178 

weighted avg 0.41 0.35 0.28 7178 
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TABLE 3 

Classification Report for Support Vector Machine 

 Precision Recall F1-Score Support 

0=Angry 0.39 0.39 0.39 958 

1=Disgust 1.00 0.21 0.34 111 

2=Fear 0.41 0.35 0.38 1024 

3=Happy 0.66 0.76 0.71 1774 

4=Sad 0.42 0.39 0.40 1247 

5= Surprise 0.74 0.62 0.67 831 

6=Neutral 0.47 0.53 0.49 1233 

accuracy   0.52 7178 

macro avg 0.58 0.46 0.48 7178 

weighted avg 0.53 0.52 0.52 7178 

 

TABLE 4 

Classification Report for Convolution Neural Network 

 Precision Recall F1-Score Support 

0=Angry 0.54 0.60 0.57 958 

1=Disgust 0.62 0.23 0.33 111 

2=Fear 0.52 0.30 0.38 1024 

3=Happy 0.88 0.86 0.87 1774 

4=Sad 0.55 0.71 0.62 1233 

5= Surprise 0.53 0.50 0.51 1247 

6=Neutral 0.71 0.81 0.76 831 

accuracy   0.64 7178 

macro avg 0.62 0.57 0.58 7178 

weighted avg 0.64 0.64 0.63 7178 

 

TABLE 5 

Final Accuracy of Algorithms 

Algorithm CNN SVM ANN LR 

Accuracy 64.25 % 52.42 % 35.11 % 32.22 % 

 

 
Fig.6 Algorithms Accuracy Comparison Bar Graph 
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Fig.7 Algorithms Accuracy Comparison Line Graph 

 

V. CONCLUSION 

The research paper briefs about image classification and how it is a big part of machine learning. Paper focuses on four image  

classification algorithms and gives a brief idea about them. The four image classification algorithms are convolution neural network, 

support vector machines, artificial neural network and logistic regression. The results given by these algorithms when implemented 

in same environment and with same dataset are compared and analysed. The result of these image classification algorithms is 

expressed using confusion matrix, classification reports and graphs. On the basis of these results conclusion is drawn out that 

convolution neural network yields best results with accuracy of 64.25%. Second best results are given by support vector 

machines(52.42%) followed by artificial neural network(35.11%) and logistic regression(32.22%). 
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