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Abstract: This comparative analysis examines the application of both machine learning and deep learning methods in network 

traffic classification. Network traffic classification holds significant importance in network security, traffic management, and 

Quality of Service provisioning. The analysis covers a range of popular machine learning techniques, such as Decision Tree, K-

Nearest Neighbours, Naive Bayes, Logistic Regression, Multi-Layer Perceptron, and Feed Forward Neural Network with a 

sigmoid activation function. Each technique's strengths and weaknesses are discussed, along with the factors that influence the 

selection of a particular technique. Ultimately, the choice of machine learning approach depends on data characteristics, 

performance requirements, and available resources. The demand for prompt and accurate classification of Internet traffic has 

been steadily increasing, driven by the emergence of new applications in the field. Traditional approaches based on port 

numbers and packet payloads have become insufficient, prompting the adoption of pattern recognition techniques that leverage 

statistical flow-based features in training samples to classify unknown flows. To ensure real-time identification of traffic types, 

the chosen method must be capable of swift classification before the entire flow is completed. In this study, a supervised machine 

learning approach and deep learning techniques are proposed for the identification of various Internet applications. The 

proposed system exhibits the ability to detect application types based on just a few initial packets within each flow, enabling real-

time operation. Promising results were achieved, with the Logistic Regression algorithm attaining the highest accuracy of 80.7%. 
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I. INTRODUCTION 

Machine learning and deep learning techniques have gained popularity as an alternative for classifying flows based on application 

protocol payload-independent statistical features. These features include packet length, inter-arrival times, flow lengths, and others. 

A consistent set of payload-independent statistical features characterizes each traffic flow. To build a machine learning classifier, a 

representative set of flow instances with known network applications is used for training. The trained classifier can then be applied 

to classify unknown flows. The statistical analysis-based approach treats the application classification problem as a statistical 

challenge. The ML and DL-based approach offers the advantage of being independent of packet payload inspection, making it 

robust against encryption. In recent years, various supervised and unsupervised, deterministic and probabilistic ML and DL methods 

have been utilized to classify network traffic flows based on different applications and features. While many existing studies focus 

on analysing the entire flow lengths, real-time traffic classification has become crucial for addressing complex network management 

challenges faced by ISPs and equipment vendors. Network operators require prompt knowledge of the traffic flowing through their 

networks in order to react swiftly and align with their business goals. Achieving timely classification before the completion of the 

entire flow is essential for identifying specific traffic classes and facilitating rapid network responses. This implies making 

classification decisions based on a finite subset of packets from each flow.  

 

II. IMPLEMENTATION 

With the growing number of applications and internet usage, the increasing traffic within data flows poses a significant challenge, 

often leading to server crashes or blockages. To address this issue, it becomes essential to implement an efficient system capable of 

detecting and tracking data packets within applications and websites. Such a system would enable early detection of traffic, even 

before the packets reach their intended destination. In the proposed approach, a comprehensive collection of packets is curated using 

a combination of online and offline modes. To optimize the performance of the system in terms of computational complexity and 

accuracy, meticulous pre-filtering is applied to the captured payload packets. This strategic elimination process aims to streamline 

the analysis procedure. Subsequently, the system intelligently identifies the precise count of packets traversing the flow, enabling 

the selection of a judiciously sampled subset for subsequent classification. 
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In the proposed methodology, the first step involves calculating the features of each packet within the flow and performing sub-

sampling to create a representative subset. Next, an attribute selection method is employed to identify the most significant attributes 

for machine learning. Subsequently, the packets are classified into different classes using various classifiers such as k-nearest 

neighbour, logistic regression, decision tree, naive Bayes, Multi-Layer Perceptron, and Feed Forward Neural Network with Sigmoid 

Neuron. Finally, the results are evaluated based on the classes using support vector machine, allowing for comprehensive 

assessment of the classification performance. 

III. ARCHITECTURE 

 
                                                                Fig. 1  Architecture and process flow of the network classification 

 

Majorly 4 types of supervised machine learning algorithms and 2 deep learning algorithms are being using in implementing the 

project. They are 

1) K-nearest neighbor (KNN) is a popular machine learning algorithm used for classification and regression tasks. It operates by 

classifying new data points based on the majority class of their k nearest neighbors in the feature space. 

2) Decision Tree is a Supervised learning technique that can be used for both classification and Regression problems, but mostly it 

is preferred for solving Classification problems. 

3) Logistic regression is one of the most popular Machine Learning algorithms, which comes under the Supervised Learning 

technique. It is used for predicting the categorical dependent variable using a given set of independent variables. 

4) Naïve Bayes algorithm is a supervised learning algorithm, which is based on Bayes theorem and used for solving classification 

problems. It is a probabilistic classifier, which means it predicts on the basis of the probability of an object. 

5) The Multi-Layer Perceptron (MLPs) breaks this restriction and classifies datasets which are not linearly separable.  They do this 

by using a more robust and complex architecture to learn regression and classification models for difficult datasets. 

6) A Feed Forward Neural Network is an artificial neural network in which the connections between nodes does not form a cycle. 

The opposite of a feed forward neural network is a Recurrent Neural Network, in which certain pathways are cycled. The feed 

forward model is the simplest form of neural network as information is only processed in one direction. While the data may 

pass through multiple hidden nodes, it always moves in one direction and never backwards. 

Fig. 2  Use-case diagram of the Network Traffic 
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IV. RESULTS 

pandas : 1.3.5 

numpy : 1.21.6 

matplotlib : 3.2.2 

seaborn : 0.11.2 

sklearn : 1.0.2 

imblearn : 0.8.1 

Train set dimension: 125973 rows, 42 columns  

Test set dimension: 22544 rows, 42 columns 

Original dataset shape Counter({1: 67343, 0: 45927, 2: 11656, 3: 995, 4: 

52}) 

Resampled dataset shape Counter({1: 67343, 0: 67343, 3: 67343, 2: 67343, 4: 

67343}) 

 
                                             Fig. 3  Attack class distribution of different attack types in train and test data 

                                     Fig. 4 Frequency of each type of attack in train and test data 

 

['src_bytes', 'dst_bytes', 'logged_in', 'root_shell', 'serror_rate', 'srv_serror_rate', 'dst_host_srv_count', 'dst_host_serror_rate', 

'dst_host_srv_serror_rate', 'service'] 
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Fig. 5 Extracting the required features to train the model 

 

Naive Baye Classifier Model Test Results  

Model Accuracy:0.7335313646688799 

Confusion matrix: [[3227 4231] 

                              [ 344 9367]] 

 

Decision Tree Classifier Model Test Results 

Model Accuracy:0.2588386044615295 

Confusion matrix: [[3344 4114] 

                              [ 8611 1100]] 

 

 

KNeighborsClassifier Model Test Results 

Model Accuracy: 0.695497699341837 

Confusion matrix: [[2730 4728] 

                               [ 500 9211]] 

 

LogisticRegression Model Test Results 

Model Accuracy:0.8076183819674996 

Confusion matrix: [[5627 1831] 

                              [ 1427 8239]] 

V. CONCLUSION 

In this project, a system has been proposed to detect Internet traffic intrusion using supervised machine learning and deep learning 

methods. The system relies solely on flow-based and packet-based statistical features, eliminating the need for payload inspection 

and addressing associated limitations. Furthermore, the study explores the discriminatory power of different feature types for 

distinguishing traffic types, suggesting specific attribute subsets for each category. Notably, the system demonstrates real-time 

traffic type detection capabilities by analysing just a few packets within each flow, making it highly valuable for online traffic 

monitoring in support of Quality of Service (QoS) and security objectives. 
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