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Abstract: In recent years, Ride-on-Demand (RoD) services such as Uber, Ola, and Rapido have emerged as popular alternatives 
to traditional taxi/cab services.  
These services operate 24/7 and cater to tens of thousands of customers. Unlike traditional cabs, RoD services do not offer a 
fixed price. Instead, they utilize Dynamic Pricing to balance supply and demand, taking into account factors such as location, 
time of booking, ride demand, and driver availability to improve their service.  
However, the unpredictable and fluctuating nature of dynamic pricing has posed a significant challenge for customers, leading 
them to pay higher fares without their knowledge. To address this issue, it is crucial to estimate dynamic prices accurately and 
provide the lowest possible fares to customers. We leverage datasets of Uber and Lyft, to compare and forecast the services that 
offer the most competitive pricing.  
We also evaluate the contribution of different features to dynamic pricing, determining which factors play the most significant 
role in determining fare prices.  
By analyzing the relationship between demand pricing and relevant features extracted from the datasets, we are able to carry out 
price prediction. To accomplish our goal of reducing transportation fares and waiting times while enhancing transport 
accessibility, we utilize three different machine learning models: K-Nearest Neighbors, SVM and Random Forest and test its 
output based on real service data from various perspectives. By comparing these models, we identify the best approach for 
predicting dynamic pricing and generating accurate forecasts for each individual order. 
Keywords: Machine Learning, Regression, Demand forecasting, Price Prediction, Support Vector Machine, Random Forest, k- 
Nearest Neighbors, Correlation 
 

I. INTRODUCTION 
The taxi industry plays a crucial role in passenger transport, providing fast and convenient travel services to people. However, the 
imbalance of taxi supply(the number of cars on the road) and demand(the number of requests from passengers) is a significant issue 
in many cities due to the gaps in taxi quantities and demand distributions. The emergence of online ride-hailing services and the 
unbalanced spatiotemporal distribution of passengers further complicates the matter, making it difficult to reveal the complicated 
dependencies among different regions and temporal periods. The demand for an area is usually influenced by its surrounding 
neighbors and correlated with various historical observations, which makes it difficult to efficiently dispatch vehicles and keep 
operating costs low in on-demand mobility services.  
To forecast RoD prices, various algorithms can be used, such as decision trees, support vector machines, and k-nearest neighbors, 
which help reduce the risk of relying on a single method that may not be effective in all situations. However, selecting the most 
appropriate algorithm depends on the specific needs of the forecasting task. For example, linear regression is often used for 
forecasting continuous variables, while decision trees are well-suited for predicting categorical variables.  
The objective of this project is to identify the best low-cost RoD services for customers by finding the relations and patterns 
between attributes that affect dynamic prices and identifying the main dependent attributes of prices. Our aim is to build efficient 
Machine learning models and select the best among those in the proposed system. The efficiency of the model and errors in 
predictions will be calculated to ensure accurate results. 
The rest of the paper is organized into the following sections. Section 2 discusses the already existing methodology. In section 3 we 
review the work related to the proposed approach and the techniques used therein. Section 4 explains the proposed approach in 
detail. Section 5 shows us the implementation and analyzes the existing model. Section 6 presents the results and discussions for 
various machine learning algorithms. Section 7 presents the summary of the proposed approach. 
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II. EXISTING METHOD 
Over the past years, the approach to predicting dynamic prices of ride-on-demand (RoD) services has been limited to the use of 
linear regression and statistical models. While these methods have provided some level of accuracy, they are restricted in their 
ability to only consider a limited number of attributes for prediction. With the increasing volume and complexity of data, these 
traditional approaches fall short in their capability to operate in higher dimensional data.  
Furthermore, these conventional methods have been known to overlook the importance of certain features in the calculation of the 
Machine Learning model's accuracy. This can lead to less accurate predictions and undermine the effectiveness of the prediction 
models. Additionally, the traditional approach to predicting RoD prices has proven to be highly limited in its scope, as it fails to 
account for all of the relevant factors that may affect the prices of ride-on-demand services. This limitation can result in an 
incomplete understanding of the factors that influence the prices of these services, which in turn can lead to less accurate 
predictions. Another major drawback of traditional approaches in predicting RoD prices is their low performance with large 
datasets. With the increasing volume of data, these approaches may take longer processing times and result in less accurate 
predictions. Given these limitations, it is essential to explore new and more advanced approaches to predicting RoD prices. Using 
machine learning algorithms that take into account a wide range of attributes and factors can provide a more comprehensive analysis 
of the data and potentially lead to more accurate predictions. By staying up-to-date with evolving technologies and exploring new 
methods for predicting RoD prices, we can ensure that we are providing customers with the most accurate and up-to-date 
information possible. 
 

III. RELATED WORK 
A. Price Prediction on Multi-source Urban Data  
This research paper focuses on the prediction of dynamic prices in ride-on-demand (RoD) services such as Uber and Lynk. The goal 
of this project is to help passengers make informed decisions about whether to take a ride by providing them with more information 
about the prices they can expect to pay. To achieve this, the researchers implemented a neural network based on features extracted 
from multi-source urban data. This neural network is designed to perform the prediction of RoD prices for any passenger request in 
any location within the city of Beijing. To train their neural network model, the researchers used features with more than 130 
dimensions. These features were chosen based on their potential to influence RoD prices. The results of the model showed that it 
performed much better than a baseline predictor, as measured by the sMAPE metric.[4] The sMAPE metric provides insights into 
the contribution of each feature and the relationship between different transportation services. According to the results of the model, 
the availability of taxis and the weather conditions were found to have the strongest influence on RoD prices. In contrast, the 
distribution of public transportation services such as buses and the metro had a more negligible impact. Overall, this research 
demonstrates the potential of using a neural network and multi-source urban data to predict dynamic prices in RoD services helps 
provide passengers with more information to make informed decisions about whether to take a ride.  
 
B. A Linear Regression-based Price Prediction  
The research paper described in this paragraph focuses on using data analysis and machine learning techniques to forecast ride-on-
demand (RoD) prices. The primary focus of the paper is on exploratory data analysis (EDA), which involves examining the 
characteristics of the data and identifying patterns and trends. As part of this process, the researchers calculated various metrics to 
help understand the data and inform the development of their model. The researchers then developed a linear regression model to 
predict RoD prices based on the independent variables of ’travel distance’ and ’travel time’. Linear regression is a statistical method 
that is commonly used for forecasting continuous variables, such as prices. The results of the model showed that it performed well, 
but there was a limitation in the dataset size. As the dataset size increased, the performance of the model gradually decreased. 
Overall, the research paper presents a detailed analysis of the factors that influence RoD prices and demonstrates the effectiveness 
of using a linear regression model for forecasting. However, the researchers also note the limitation of the dataset size, which may 
affect the accuracy of the model in certain situations.[2]  
 
C. Predicting real-time surge pricing of ride-sourcing companies  
In this paper, The Data describing the current state of the several urban systems are collected from web APIs and used as features of 
a log-linear model to predict surge multipliers in Pittsburgh. L1 regularization is used to allow a small number of important features 
to be selected in a data-driven way from the large number of spatio-temporal features describing the urban state. To allow the linear 
model to describe non-linear behavior, temporal segmentation and clustering are employed.  
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Days are segmented into time-of-day windows and separate models are trained for each. Clustering extracts temporal modes from 
the data and distance to the centroids of these clusters are included as features in the model. The model they developed have found 
that it performs best to predict Uber surge multipliers in urban areas. For both Uber and Lyft the model tends to under-perform 
na¨ıve methods for surge multipliers between 1.1 and 1.5 and outperform na¨ıve methods for larger values. This effect is particularly 
pronounced in the Lyft model, whose poor performance on low surge multipliers substantially degrades its overall performance.[3]   
 
D. On-demand High-capacity Ride-sharing  
In this paper, they explained a reactive anytime optimal method with scalable real time performance for assigning passenger 
requests to a fleet of vehicles of varying capacity. They quantify experimentally the tradeoff between fleet size, capacity, waiting 
time, travel delay, and operational costs for low and medium capacity vehicles, such as taxis in a large-scale city dataset. Under the 
assumption of one person per ride, they have shown that 98 percent of the taxi rides currently served by over 13,000 taxis could be 
served with just 3,000 taxis of capacity four.[5] They have observed that a vehicle capacity of two is sufficient for ride-sharing when 
a small trip delay of 2 min is imposed. If a maximum delay of 5 min or more (comparable to the time spent retrieving a car from 
parking) is allowed, higher-capacity vehicles (i) increase the service rate significantly,(ii) reduce the waiting time, and (iii) reduce 
the distance traveled by each vehicle. Our analysis shows that a ride-pooling service can provide a substantial improvement in urban 
transportation systems and that the system parameters such as vehicle capacity and fleet size depend on quality of service 
requirements and demand.[1]  
 

IV. PROPOSED METHODOLOGY 
Our primary objective is to enhance user experience and overcome the limitations of current systems. To achieve this, we will be 
using three Machine Learning algorithms: Random Forest, Support Vector Machine and K-Nearest Neighbors to predict the prices 
of RoD services. These algorithms possess two critical features, namely the ability to learn an arbitrary function and the ability to 
control the learning process. They are superior to Linear Regression since they can handle datasets with higher dimensions and 
provide more efficient outcomes. Rather than selecting fewer ineffective features, utilizing better Machine Learning models would 
be a more prudent decision. Our ultimate aim is to predict prices more accurately and provide customers with low-cost RoD 
services. 
 
A. Workflow 

 
Fig 1. Workflow Architecture 

 
The various phases shown in figure-1 are described below: 
1) Data Acquisition - This initial step involves acquiring data, which can come from various sources such as downloading data 

files from the internet, collecting real-world data through sensors or surveys, or obtaining data from industries or organizations. 
2) Data Cleaning - It is the process of identifying and rectifying errors, inconsistencies and inaccuracies in data prior to analysis. 

This could include removing irrelevant or duplicate data, correcting incorrectly formatted data or filling in missing values. The 
goal of data cleaning is to ensure the accuracy and completeness of data for further processing and analysis. 

3) Feature Selection - This is the process of choosing important and relevant features from a given set of input data. The main goal 
of feature selection is to improve the performance of the machine learning algorithms. 
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4) Test data - This stage can also be called data splitting. There are two common approaches in which data split can take place. 
One approach is train- test split. Another approach is  train- validation-  test split. We will be using the first approach. 
Typically, the dataset is split into two sets, the training set and the test set, with the training set(such as 80% of the original 
data) being used to fit the model and the test set(such as 20% of the original data) being used to evaluate the performance of the 
model on unseen data. Figure 2 shows the pictorial representation of Train -Test split. 

 
Fig. 2 Pictorial representation of train- test split 

 
A predictive model is developed using the training set and such a trained model is then applied to the test set to make predictions. 
 
5) Model Training - At this stage, machine learning algorithms are employed based on the type of target variable (continuous, 

categorical, etc.) and other relevant factors of the analytical problem. One or more machine learning algorithms are selected to 
create models for the same problem. Once the model is built, it is trained using the training dataset. 

6) Model Testing - At this stage, the trained model is assessed by detecting prediction errors. The discrepancies between the actual 
value and the predicted value (derived from the trained model) of the target variable are computed using the testing dataset. 
Figure 3 displays the formulas for calculating different types of errors. Additionally, the formula for calculating the R-squared 
value of the model is depicted in Figure 4. The R-squared value ranges from 0 to 1, with a model being considered good if the 
R-squared value exceeds 0.8. 
 

 
Fig. 3 Formulae for MAE and MSE errors 

 

 
Fig. 4 Formula to calculate R- squared value of a model 

 
7) Model Deployment - Lastly, the evaluated model is deployed to make predictions of the target or expected variable in advance. 
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B. Algorithms used 
1) K- Nearest Neighbors Algorithm 
The k-nearest neighbors algorithm, also known as KNN or k-NN, is a non-parametric, supervised learning classifier, which uses 
proximity to make classifications or predictions about the grouping of an individual data point. It can be used for both regression 
and classification problems. Figure 5 provides a visual representation of the K-Nearest Neighbor (KNN) algorithm. 

 
Fig. 5 k-nearest neighbor algorithm 

 
2) Random Forest Algorithm 
Random Forest is a popular machine learning algorithm that belongs to the supervised learning technique. It can be used for both 
Classification and Regression problems in ML. It is based on the concept of ensemble learning, which is a process of combining 
multiple classifiers to solve a complex problem and to improve the performance of the model. Figure-6 gives a pictorial 
representation of random forest algorithm. 

 
Fig. 6 Random Forest Algorithm 
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3) Support Vector Machine Algorithm 
Support Vector Machine or SVM is one of the most popular Supervised Learning algorithms, which is used for Classification as 
well as Regression problems. The goal of the SVM algorithm is to improve the accuracy of predictions by identifying the most 
relevant variables and finding the best decision boundary to separate the data points.This best decision boundary is called a 
hyperplane. Figure-7 gives pictorial representation of Support Vector Machine. 

 
Fig. 7 Support Vector Machine Algorithm 

 
C.  Software Specifications 
Tools used - Jupyter Notebook 
Packages used - numpy, seaborn, pandas,scikit-learn, matplotlib. 

 
V. IMPLEMENTATION AND ANALYSIS 

The dataset is initially in the CSV (Comma Separated Value) format. This dataset has been loaded into a pandas library dataframe in 
Jupyter notebooks. Figure 8 displays a sample of this dataset, including a unique identifier for the customer as 'id', the timestamp of 
the trip in Epoch format as 'timestamp', the pick-up location as 'source', the drop location as 'destination', the distance between the 
source and destination as 'distance', the surge multiplier by which the price was increased (default 1) as 'surge_multiplier', and the 
price estimate for the ride in USD as 'price'. In this case, 'price' is the target variable. 

 
Fig. 8 Initial rides Dataset 
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We check for null values in the initial rides dataset and then drop all the null values in this dataset row-wise. 
We then take a second dataset in the CSV (Comma Separated Value) format. This dataset has been loaded into a pandas library 
dataframe in Jupyter notebooks. This dataset consists of weather data for all the locations taken into consideration in the initial rides 
dataset. Collected every hour. Figure 9 displays a sample of weather dataset wherein ‘temp’ is the temperature in fahrenheit F, 
’location’ is the name of particular location, ’clouds’, ‘pressure’ is measured in mm,  ’rain’ is measured in inches ,’time_stamp’ is 
the epoch time when row data was collected, ’humidity’ is given as %, ’wind’ is the wind speed in miles per hour. 

 
Fig. 9 Weather dataset 

 
We again check for null values in the weather dataset and fill these null values or the missing values with 0. By filling the null 
values with 0, we ensure that the weather data is complete and consistent for further analysis or modelling. After filling these null 
values, the weather dataset is grouped by the 'location' column. Then the mean of each numeric column is computed for each group. 
We then pass an argument to ensure that the 'location' column becomes a regular column instead of being used as the index of the 
dataset. Next, the 'time_stamp' column is dropped.' 
The resulting dataset contains the mean values of the numeric columns in the initial weather dataframe grouped by location. This 
can be useful for further analysis or modeling tasks where the mean values of weather parameters for different locations are 
required. 
Finally, Merging both initial rides dataset and weather dataset we get the final dataset. 
We check for any null or missing values in this final dataset and the results can be shown in Figure - 10.  

 
Fig. 10 
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It is evident from the dataset that there are no missing values present, thus there is no requirement for further data cleaning for the 
purpose of model building. Furthermore, there are no categorical columns of object type in the dataset. 
Figure - 11 given below gives the correlation with the target variable. 

 
Fig. 11 Heatmap visualizing correlation among variables 

 
To visually represent our predictions we use scatter plots. The plot showcases the predicted values for the target variable based on 
the values of the input features. The scatter plot indicates the relationship between the predicted values and the actual values for the 
test data. Each point on the scatter plot represents a single observation. The closer a point is to the diagonal line, the better the 
prediction accuracy of the Machine learning algorithm. The diagonal line represents the ideal scenario where predicted values 
perfectly match the actual values. This visualization helps to understand the overall performance of the algorithm in predicting the 
target variable. 
Before we split our data into training data and test data, we create dummy variables with the help of one hot encoding.  
The reason we create dummy variables with the help of one hot encoding is to represent categorical variables as numerical variables, 
which can be used as input features for machine learning models. In many machine learning algorithms, mathematical equations are 
used to make predictions, and these equations require numerical values as input. However, categorical variables like color, gender, 
or location cannot be used as numerical input directly because they are not numeric in nature. One hot encoding creates a separate 
binary column for each category of a categorical variable. In each binary column, a value of 1 is assigned for the presence of the 
category and a value of 0 for the absence of the category. This allows the categorical variable to be converted into a set of numerical 
variables, which can be used as input for machine learning models. By creating dummy variables with one hot encoding, we ensure 
that the machine learning algorithm is able to process all the features of the dataset, including the categorical variables, thereby 
improving the accuracy and effectiveness of the model. 
Now we split our dataset into x and y, where y is the entire “price” column and x is the entire final dataset without the “price” 
column. We then split our data into train and test. 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 11 Issue V May 2023- Available at www.ijraset.com 
     

 
1695 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

 

The next phase is the model training. Before we build our three proposed models, we calculate the accuracy of the existing model, 
i.e Linear Regression model. 
Figure 12 shows the scatter plot of true values v/s predicted values (predicted by built model) of price. It is clear that the plot of true 
and predicted values comes out to be almost linear, which is a good sign. 

 

 
Fig. 12 Scatter plot of actual vs predicted prices 

 
The R- squared value for the model is shown in Figure 13. It is clear that the performance of our linear regression model comes out 
to be 92.92%. 

 
Fig. 13 R-squared value of linear regression model 

 
Figure 14 shows various kinds of errors calculated for the linear regression model we built.  
 

 
Fig. 14 Calculated errors for Linear Regression Model 
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VI. RESULTS AND DISCUSSION 
We will now proceed with implementing our proposed methodologies, beginning with the k nearest neighbor model. As seen in 
Figure 15, the scatter plot comparing true values to predicted values (generated by the knn model) of price displays a nearly linear 
relationship. 
 

 
Fig. 15 Scatter plot for k- nearest neighbor 

 
Additionally, Figure 16 shows the R-squared value of the k nearest neighbor model, indicating a performance of 92.84%. It is 
evident that the model has performed well in its prediction capabilities.  
 

 
Fig. 16  R-squared value of k- nearest neighbor 

  
Let us take a look at the actual and predicted prices given by this model(shown in Figure 17). 
 

 
Fig. 17 Actual and predicted prices of k-nearest neighbor 
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Various kinds of errors calculated for the k- nearest neighbor model we built along with this model’s accuracy are illustrated in 
Figure 18. 

 
Fig. 18  Calculated errors for k -nearest neighbor 

 
Moving on to the Support Vector Machine model, its performance can be observed in Figure 18, which displays a scatter plot 
comparing the true values to the predicted values (generated by the SVM model) of price, demonstrating a nearly linear relationship 
between them.  

 
Additionally, Figure 19 provides the R-squared value of the SVM model, indicating a performance of 92.94%.  
 

 
Fig. 19 R-squared value of SVR model 

 
To get a better sense of the actual and predicted prices given by this model, refer to Figure 20 and further insights into the 
performance of this model, including various kinds of errors and accuracy, are illustrated in Figure 21. 

 
Fig. 20 Actual and predicted prices by SVR model 
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Fig. 21 Calculated errors for SVR model 

 
The final model used in this proposed methodology is the Random Forest model. Figure 22 displays a scatter plot comparing true 
values to predicted values (generated by the Random Forest model) of price, which shows a near-linear relationship between the 
two.  

 
Fig. 22 Scatter plot for Random forest model 

 
The Random Forest model's R-squared value is shown in Figure 23, indicating a performance of 94.70%.  
 

 
Fig. 23 R- squared value of Random Forest model 
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Actual and predicted prices given by this model are shown in Figure 24. 

 
Fig. 24 Actual and predicted prices of Random forest model 

 
Figure 25 illustrates various types of errors calculated for the Random Forest model we built, along with its accuracy. 

 
Fig. 25 Calculated errors for random forest model 

 
Lastly, we create a line plot(Figure-26) to compare the outputs of three regression models (KNN, Random Forest and SVR) against 
the input values (y_test).  
The x-axis represents the input values, while the y-axis represents the output values predicted by each model. Each model is 
represented by a colored line, with a legend identifying each one.  
The title of the plot is "Comparison of Regression Models", which indicates its purpose. 

 
Fig. 26 Comparing the regression models 
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VII. CONCLUSION 
The field of on-demand ride services has grown significantly in recent years, with the use of technology and the increased demand 
for convenient transportation services. One of the key factors that impact the success of these services is the pricing strategy used by 
ride-sourcing companies. In order to provide customers with the best possible experience, it is essential for these companies to 
accurately predict the prices of their services, taking into account the various factors that may affect them. 
In order to achieve accurate predictions of ride-on-demand (RoD) prices, it is important to utilize multiple forecasting algorithms. 
This approach provides a more comprehensive analysis of the data and can potentially result in more accurate forecasts. As 
technology continues to evolve, it is critical to stay up-to-date with the latest developments and seek out better approaches than 
existing classical systems. 
However, it is also important for customers to understand the concept of dynamic pricing, a pricing strategy that is commonly used 
by ride-sourcing companies. Dynamic pricing allows companies to fluctuate prices based on demand and supply, leading to higher 
prices during periods of high demand and lower prices during periods of low demand. While this strategy may result in higher prices 
at certain times, it can also provide customers with the opportunity to save money during periods of low demand. 
In summary, forecasting RoD prices using multiple algorithms can significantly improve the accuracy of predictions and keep up 
with the latest technological advancements. However, it is equally important for customers to be aware of the concept of dynamic 
pricing and how it may affect the prices of their rides. By understanding these factors and methods used by ride-sourcing companies 
to determine their pricing, customers can make informed decisions and optimize their RoD experience. 
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