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Abstract: Spiking neurons can be implemented in hardware, for example, to model large neural systems, simulate real-time 

behaviour, and interface bi-directionally between brains and machines. Circuit solutions used to implement silicon neuron 

circuits depend on the application requirements. Various neuron circuits are presented in this thesis, including spike-event 

generators (Axon Hillock neuron circuits), above-threshold neuron circuits (Quadratic Integrate and Fire neuron circuits), and 

differential pair integrator circuits. Cadence's tool simulates these circuits using 180nm technology. Comparing these circuits is 

based on their working properties and simulation results, and their features are demonstrated with experiments. 
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I. INTRODUCTION 

Sensory perception, cognitive processes, decision-making, and motor control can be performed by biological systems with low 

energy consumption. It is a topic of ongoing research to emulate some of the brain's intelligent processing in silicon [1-4]. The field 

of neuromorphic engineering aims to mimic the mechanisms of biological (brain) systems. The term "Neuromorphic Engineering" 

was introduced by Carver Mead. He noted many functional similarities between analog CMOS devices and neural processing, as 

opposed to digital processing [5-7]. 

Several spike-based neural network simulators have been developed, and much research has focused on software tools and strategies 

to simulate spike neural networks [8], but with real-time behaviour. It is not suitable for large-scale detailed simulation or system 

design. Custom digital systems such as graphics processing units (GPUs) and field-programmable gate arrays (FPGAs) can provide 

such functionality, but these systems can approach neural density and synapses, energy efficiency, and resilience. It is unclear 

whether this can be done in a model of the central nervous system [9]. 

Silicon neurons (SiNs) are very large-scale analog/digital integration (VLSI) that simulates the electrophysiological behaviour of 

real neurons that can be used in neural system hardware implementations. These simulations are much more energy efficient than 

those performed on general-purpose computers capable of large-scale real-time neural simulations [10, 11]. Depending on the area 

of application of interest, SiN circuits become more or less complex, all large neural networks are integrated on the same chip and a 

single neuron is mounted on a single chip or spread.  

In this task, we used the Cadence tool in 180 nm technology to simulate various circuits commonly used for SiN design in CMOS 

technology. Through this work, we sought to provide insight into the most representative silicon neural circuit design by addressing 

the concordance of different neurons in different situations and comparing them. Compare the different approaches taken in the 

design. 

 

II. RELATED WORK 

A. Neuromorphic Computing Systems 

Neuromorphic computing system demonstrates some degree of neurobiological inspiration that differentiates them from mainstream 

conventional computing systems [9]. The term `Neuromorphic Computing' was introduced by Carver Mead in 1990 [12]. Over the 

last 3 decades, the agenda has been to conceptualize and design substrates that are able to emulate the dynamics of biological 

networks so as to perform energy-efficient, fault-tolerant, and real-time processing of neural information reminiscent of the 

mammalian cortex [14].  

In neuromorphic systems, analogous behaviour of sub-threshold electronics and neural ion channel behaviour were analysed, and 

both implement the neural equations in continuous time whereas the digital systems use some form of discrete-time approximation 

which is close to mead’s approach [12, 13]. 

The analog systems were 100 times more efficient in their use of silicon, and they use 10000 times less power than comparable to 

digital systems, and also more robust to component degradation and failure than more conventional systems. 
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B. Wafer-Scale Integration of Analog Neural Networks  

A novel design of an artificial neural network tailored for wafer-scale integration was implemented which contains continuous-time 

analog neurons with up to 16k inputs which allow the mapping of network models derived from biology on the VLSI neural 

network [11]. A single 20-cm wafer contains about 60 million synapses that have been implemented which have been highly 

accelerated compared to biological real-time. An asynchronous low voltage signalling scheme is introduced that makes the wafer-

scale approach feasible by limiting the total power consumption while simultaneously providing a flexible, programmable network 

topology. 

 
C. Different Tools and Strategies For Simulation Spiking Neurons Network 

Different types of simulations strategies and simulation tools were used to implement the neuron networks. Series of benchmark 

simulations for different types of networks of spiking neurons, including Hodgkin–Huxley type, integrate-and-fire models, 

interacting with current-based or conductance-based synapses, using clock-driven or event-driven integration strategies were 

analysed [9]. Simulators were classified into 4 categories according to their most relevant range of applications, and the complete 

simulation was made on them including the graphical interface and sophisticated tools, and the result was analysed. For different 

environments, simulations were made on different models, but, unfortunately, codes are not compatible with each other, which 

underline the need for a more transparent communication channel between simulators. 

 
D. Analog VLSI for Neuromorphic Circuits 

Analog VLSI technology looks attractive to the efficient implementation of artificial neural systems for the following reasons. 

1) Parallelism: Massively parallel neural systems are efficiently implemented in analog VLSI technology allowing high 

processing speed. The neural processing elements are smaller than their digital equivalent, so it is possible to integrate on the 

same chip a large number (i.e., thousands) of interconnections (i.e., synapses). 

2) Fault Tolerance: To ensure fault tolerance to the hardware level, it is necessary to introduce redundant hardware and in analog 

VLSI technology, the cost of additional nodes is relatively low. 

3) Low Power: The use of subthreshold MOS transistors reduces the synaptic and neuron power consumption, thus offering the 

possibility of low-power neural systems. 

4) Real-world Interface: Analog neural networks eliminate the need for analog to digital and digital to analog converters and can 

be directly interfaced with sensors and actuators. This advantage is evident when the data given to the neural network is 

massive and parallel. 

5) Low Values of S/N Ratio: This corresponds to a low precision (i.e., number of bits) in performing the computation. This is not a 

problem since in the neural system, the overall precision in the computation is determined not by the single computational 

nodes, but by the number of nodes and interconnections between nodes [17]. 

Thus, Analog VLSI is best suited for the implementation of the Neuromorphic / Biomimetic Circuits.  

 
III. NEURON STRUCTURE 

A. Differential Pair Integrator circuit 

 

Fig. 1  Differential pair integrator circuit 
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Fig. 1 above shows a Differential Pair Integrator (DPI) circuit that integrates the input pulse voltage and follows a current mode 

approach. However, instead of using a single pFET to generate the appropriate current Iw , it uses a differential pair in a negative 

feedback configuration. This allows the circuit to achieve Low-Pass Filter functionality with adjustable actuation: the input voltages 

have been integrated to produce a current of maximum amplitude Isyn defined by Vw, Vt, and Vthr. 

 
B. Spike-Event Generator 

The biologically realistic neuron model generates a smooth and continuous analog waveform over time, even when an action 

potential is generated, but in many other neurons the action potential is an event. Discontinuous and discrete are generated every 

time a certain threshold is crossed. [7]. Fig. 2 shows a schematic diagram of the proposed Axon-Hillock circuit for generating 

discrete events. The amplifier used in this circuit consists of two inverters connected in series. 

 

Fig. 2 Axon-Hillock Circuit 

 

C. The Quadratic Integrator-and-Fire Neuron 

The quadratic I&F neuron circuit [21], shown in Fig. 3, is an example of a generalized I&F circuit above the threshold [22]. The 

required nonlinear oscillation behavior is achieved using a separate post-spike reset mechanism and differential equations of two-

state variables. The circuit implementation is not intended to reproduce the precision of the nonlinear equations, but rather to use the 

simplest possible circuit that can produce the functional behavior of the coupled system of nonlinear equations. The two-state 

variables are "membrane potential (V)" expressed as voltage across Cv and “slow variable (U)”. The membrane potential consists of 

the transistors NM1, NM2, NM5, PM1, PM2 and the membrane capacitor Cv. This capacitor (Cv) integrates the spike-generating 

positive-feedback current of PM2, and the leakage current generated by NM5 [8, 23]. The NM1 transistor generates the positive-

feedback current that is mirrored by the transistors PM1-PM2 and is approximately quadratic dependent on the membrane potential. 

The comparator circuit (PM5, PM6, and NM5 – NM8) detects spikes and provides a reset pulse to the gate of the transistor NM4, 

causing the membrane potential to rise extremely rapidly to the value determined by the voltage at the node C. the slow variable is 

built using the transistors NM1, PM1, PM3, NM3, and PM4. The membrane potential determines the magnitude of the current 

supplied by the same transistor PM3 as a membrane circuit. Transistor NM3 provides the non-linear leakage current. The 

comparator generates a pulse to turn on the transistor PM4 so that an additional amount of charge is transferred. 

 

Fig. 3 The Quadratic Integrator-and-Fire Neuron circuit 
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IV. RESULT AND DISCUSSION 

A. Simulation result of differential pair integrator circuit 

Fig. 4. Display the test bench and transient response of the DPI circuit. This circuit consists of four n-FETs, two p-FETs and a 

capacitor. The n-FETs form a differential pair whose branch current Iin represents the synaptic input during the charging phase. This 

circuit is less compact than other synaptic circuits that can produce the exponential dynamics seen in excitatory and inhibitory 

postsynaptic currents of biological synapses, without requires additional input pulse expansion circuit. The DPI synapse shown here 

has independent control of time constant, synaptic weight, and synaptic extension parameters. DPI provides an additional degree of 

freedom through Vthr bias which helps in implementing additional adaptation and plasticity schemes [19]. 

 

 

Fig. 4 Test-bench and Transient response of DPI circuit (Vt = 230mV, Vthr = 500mV, Vw = 1.76V, Vin = 1.8V and Vdd = 1.8V). 

 

B. Simulation result of Axon-Hillock  circuit 

 

Fig. 5 Test-bench and Transient response of Axon-Hillock circuit (Vpw = 500mV, Iin = 500nV and Vdd = 3.3V). 
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Fig. 5. Shows  the test-bench and Transient response of Axon-hillock circuit. Input current Iin is integrated on the membrane 

capacitor Cmem. At this point Vout quickly rises to Vdd, switching on the reset transistor and activating positive feedback through the 

capacitor divider implemented by Cmem and feedback capacitor Cfb. The membrane capacitor discharges when the reset current 

which is set by Vpw is larger than the input current until it reaches the threshold and Vout swings back to 0 and the cycle repeats. The 

inter-spike interval is inversely proportional to the input current, while the pulse duration period depends on both the input and reset 

currents. The action potential is a discontinuous and discrete event which is generated whenever the threshold is crossed. The main 

advantage of this circuit is that self-resetting property. 

 

C. Simulation result of quadratic integrate-and-fire neuron circuit 

Fig. 6. Shows experimental  and transient responses of Izhikevich's neurons. Neurons in the mammalian brain have been classified 

into several types based on the spike pattern seen in the intracellular recording. From the waveform, we can observe the regular 

spiking of excitatory cortical cells. When a neuron is stimulated for a long time (injected into the DC step), the neurons fire a few 

spikes with short intervals between spikes, after which this cycle increases, called is the frequency matching point. Increasing the 

magnitude of the applied DC will increase the frequency between the spikes, but it will never be too fast due to the large 

hyperpolarizations after the spikes. In the model, this corresponds to C and D nodes. This neural circuit has a different activation 

pattern and rapid response compared to other neural circuits. 

         

 

Fig. 6: Test-bench and Transient response of Izhikevich neuron ( Vbias  = 200mV, Vth  = 360mV, C = 230mV, D = 600mV  and 

Vdd = 3.3V 

 

V. CONCLUSION 

In this work, we have described different neural circuits that have been developed over the years, using different design approaches 

and for a variety of application scenarios. We simulated all neurons presented in 180 nm technology using the cadence tool. In 

particular, we described Quadratic I&F neurons [20]. Sub-threshold current-mode circuits have a higher degree of mismatch than 

those above-thresholds, but they have lower noise energy and higher source efficiency [8, 15, 16]. The DPI synapse shown here has 

independent control of time constant, synaptic weight, and synaptic extension parameters. DPI provides an additional degree of 

freedom through Vthr bias which helps in implementing additional flexibility and adaptive plans [19]. Quadratic I&F neurons have 

fast peak power compared to other neurons, and the Axon-Hillock circuit has good self-healing and adaptive properties. There is no 

specific choice of SiN circuit style and design. Depending on its use application, a variety of circuit designs are already there. We 

can say that there is no absolute optimal design, since there are many types of neurons in biology, there are many design and circuit 

choices for SiN [8]. 
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