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Abstract: Global cancer statistics shows that Lung cancer is the 2nd most common cancer and the leading cause of cancer-
related mortality worldwide in 2020.Histopathology image analysis act as the prominent technique for cancer diagnosis. The 
assessment of whole-slide histopathology images remains a limiting factor for timely treatments. The automation of 
histopathology analysis is a much-needed solution to alleviate the burden of workload and tackle the problem of medical 
personnel scarcity in underserved regions and populations. To help make the classification of cancer-type techniques less 
formidable to at least a certain extent, this report presents a comparative analysis of deep learning algorithms for the efficient 
classification of lung cancer types. We have compared six different pre-trained Convolutional neural networks (CNN) to find the 
one best suitable for the classification of lung cancer types. The models include ResNet50 , VGG-16 , EfficientNet-B0, 
InceptionV3 , DenseNet121, and NasNetLarge . The models were trained using histopathology images from dataset LC25000. 4 
different evaluation metrics, which are accuracy, precision, recall, and F1-score were used. We could achieve the highest 
accuracy using EfficientNetB0, which was 99.77%, while ResNet50 yielded an accuracy of 99.66% and VGG-16 gave an 
accuracy of 93.50%. Overall, we can say that this research can aid in implementing models that can increase the efficiency and 
accuracy in the lung cancer type classification in biomedical fields. 
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I. INTRODUCTION  
Lung cancer ranks as the second most prevalent cancer globally, with men being more commonly affected and it is the most 
common cancer in their case, while women rank it as the second most prevalent cancer. According to recent statistics, in 2020 alone, 
there were over 2.2 million new cases of lung cancer.[1].Smoking, air pollution, radon gas exposure, etc are considered to cause 
lung cancer. The two types of lung cancer are small cell lung cancer(15%) and non-small cell lung cancer (85%) [2]. 
Adenocarcinomas (ADCs) and squamous cell carcinomas (SCCs) are the most common subtypes of Nonsmall cell lung cancer. 
Among various diagnosis techniques like histopathology, X-ray, CT scans, and magnetic resonance imaging (MRI), 
histopathological image examination is most preferred. The treatment for lung cancer is decided by the type of cancer patients have 
and hence identification of cancer type is crucial for treatment. This is done by histopathological image examination, in which 
hematoxylin and eosin (H&E) stained lung tissue slides are checked by pathologists through a microscope for abnormalities. This 
task takes a lot of time and effort and in developing countries like India and Bangladesh etc, skilled medical professionals are scarce. 
This will badly affect the in-time cancer diagnosis and treatment. Automation of cancer-type identification from histopathology 
images is the solution to this problem. Deep learning models using a convolutional neural network(CNN) can be used for this. 

 
II. LITERATURE SURVEY 

In [3] Huan Yang et al. developed a deep learning-based six-type classifier for histopathological WSI classification of lung 
adenocarcinoma, squamous cell carcinoma, small cell lung carcinoma, tuberculosis, pneumonia, and normal lung. The EfficientNet-
B5-based model performed well than ResNet-50 and they could achieve AUCs of 0.970, 0.918, 0.963, and 0.978 on testing on 1067 
samples obtained from 4 different medical centers respectively. The model demonstrated strong agreement with the pathologist’s 
finding and the ground truth with high correlation coefficients of 0.87.  
Xi Wang et al. presented a weakly supervised approach in [4] for fast and effective classification of the whole slide lung cancer 
images. Their method could successfully classify Whole slide lung cancer images with fewer annotations than current methods. 
They find that Fully-connected networks (FCN) are efficient in finding cancer-prone regions from images.  
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They proposed different context-aware block selection and feature aggregation strategies to obtain an effective holistic feature 
representation of the WSI. Their proposed method outperformed the state-of-the-art methods on TCGA and SUCC datasets.  
In [5], Chi-Long Chen et al. proposed a method for training neural networks based lung cancer type classifier on entire WSIs using 
only slide-level knowledge. The proposed method achieved AUC of 0.9594 and 0.9414 for adenocarcinoma and squamous cell 
carcinoma classification on the testing data of 9662 WSI. This method outperformed multiple-instance learning and showed good 
localization results for small lesions through class activation mapping.  
Mishra S et al in their research paper [6] demonstrated that the EfficientNet-B0 model as a feature extractor and the model with 
additional layers classified lung cancer images. The model achieved an accuracy of 99.15% on the training set, 99.14% on the 
validation, and 98.67% on the test. In this work, they used the LC25000 dataset which includes 25000 color images of five classes. 
In [7], Baranwal et al proposed a trinary classification of lung cancer images using ResNet 50, VGG-19, Inception, ResNet V2 and 
DenseNet for the feature extraction and triplet loss to guide the CNN such that it increases inter-cluster distance and reduces intra-
cluster distance. Inception-ResNetv2 outperformed VGG19, ResNet50, and DenseNet121 with 99.7% test accuracy while the of rest 
are 92%,99%, and 99.4% respectively.  
Abbas et al [8] studied pre-trained convolutional neural networks used to classify the histopathological slides into three classes, 
benign lung tissue, squamous cell carcinoma, and adenocarcinoma using the LC25000 dataset. The F-1 scores of AlexNet, VGG-19, 
ResNet-18, ResNet-34, ResNet-50, and ResNet-101, on the test dataset, show the result of 0.973, 0.997, 0.986, 0.992, 0.999, and 
0.999 respectively.  
Wenqing Sun et al in their study [9], demonstrated the feasibility of using deep structured algorithms in lung cancer image diagnosis. 
They evaluated the performance of three different deep learning algorithms: CNN, Deep Belief Network (DBN), and Stacked 
Denoising Auto Encoding (SDAE), and DBN outperformed with an accuracy of 0.8119 which is higher than traditional CADx 
system accuracy of 0.79. This research showed the very promising performance of deep learning algorithms in lung cancer image 
classification and great potential for medical imaging applications. 
 

III. METHODOLOGY 
A. Block Diagram of the System 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Block Diagram of the System 
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B. Dataset Description 
In this research, a publicly available dataset LC25000 [10] is used. This dataset includes 25000 color histopathological images with 
five classes of 5000 images each. It has 3 types of lung cancer and 2 types of colon cancer. This dataset originally contained 750 
total images of lung tissue (250 benign lung tissue, 250 lung adenocarcinomas, and 250 lung squamous cell carcinomas), and 500 
total images of colon tissue (250 benign colon tissue and 250 colon adenocarcinomas) captured from pathology glass slides. All 
images in this dataset are already cropped to sizes of 768 x 768 pixels from the original 1024 x 768 pixels, then expanded to 25,000 
images by the following augmentations: left and right rotations (up to 25 degrees) and horizontal and vertical flips. 
1) Lung benign tissue (Non-cancer):  A benign lung tumor is an abnormal growth of tissue that serves no purpose and is found not 

to be cancerous. They may grow from many different structures in the lung. Determining whether a nodule is a benign tumor or 
an early stage of cancer is very important. Its growth rate is very slow and stops after some time. It does not spread to other 
parts of the body. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Sample images of lung benign tissue 
 

2) Lung adenocarcinoma:  It is the most common lung cancer found. This type of lung cancer occurs mainly in people who 
currently smoke or formerly smoked. But it is also the most common type of lung cancer seen in people who don’t smoke. It is 
more common in women than in men, and it is more likely to occur in younger people than other types of lung cancer. 
Adenocarcinoma is usually found in the outer parts of the lung and is more likely to be found before it has spread. The risk of 
death is low but it is also the leading cause of cancer death. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Sample images of lung adenocarcinoma 
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3) Lung Squamous Cell Carcinoma (SCC):  Squamous cell carcinoma is a malignant type of lung cancer. It usually starts growing 
in the cells lining the bronchi. This type of cancer spread to nearby lymph nodes, organs, and other parts of the body by 
traveling through the blood, eventually. Smoking is the primary cause of this type of cancer and the risk of death is also very 
high for this type of lung cancer. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3 Sample images of lung squamous cell carcinoma 
C.  Pre-processing of Data 
Data pre-processing is an important step in training the model. All the images were resized from 768 × 768 to 224 × 224. The 
splitting of the dataset is as follows, 75% for training, 19% for validation, and 6% for testing. The classes were equally represented. 
Data splitting into training, validation, and testing are shown in the table. 

 
 

Table I 
Dataset Distribution For Each Class 

 
 
 
 
 
 
 
 
 
 

 
 

D. Proposed Architectures 
In this study, we used the pre-trained models like EfficientNetB0 [11] and InceptionV3 [12]. These pre-trained models are already 
trained on ImageNet dataset which consist of 14 million images of 1000 classes. Using transfer learning, we utilize pre-trained 
models’ learned features to our problem. Another advantages of pre-trained models are they helps to reduce the training time needed 
for our new task and data requirements for training. We used Python’s TensorFlow Keras framework to implement the model. 
1) EfficientNetB0:  EfficientNet is a family of neural network models developed by Google Brain that has achieved state-of-the-art 

performance on a range of computer vision tasks while requiring fewer parameters and computations compared to other models. 
EfficientNet combines several techniques for improving neural network efficiency, such as Compound scaling: scaling up the 
depth, width, and resolution of the network in a balanced way to achieve better performance. Mobile inverted bottleneck 
convolution: a lightweight building block that reduces computation and memory usage while preserving accuracy. Swish 
activation function: a smooth and non-monotonic activation function that improves training and generalization. In this work, 
EfficientNet-B0 is used. It has 5.3 million parameters.  

Cancer type Dataset 
Training Validation Test 

 
Non-Cancer 

 
3760 

 
940 

 
300 

 
Adenocarcinom

a 

 
3760 

 
940 

 
300 

Squamous cell 
carcinoma 

 
3760 

 
940 

 
300 

Total (15000) 11280 2820 900 
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2) InceptionV3: Inception-v3 is a convolutional neural network architecture that was developed by Google researchers. It has a 
total of 48 layers and 23.9M parameters. This model has a lower error rate than its predecessors. The main innovation of 
Inception-v3 is the use of a “factorization” approach to reduce the computational cost of the model. This involves breaking 
down large convolutions into smaller ones, which can be computed more efficiently. Additionally, Inception-v3 uses various 
other techniques to improve performance, such as batch normalization, label smoothing, and aggressive data augmentation. 

3) VGG-16: VGG16 is a 16-layer deep neural network. It is an extensive network within a total of 138 million parameters. 
VGGNet16 architecture is more simple despite its huge number of parameters. and VGGNet architecture has important 
convolution neural network features. VGGNet receives a 224×224 image input. The convolutional filters of VGG use the 
smallest possible receptive field of 3×3. VGG also uses a 1×1 convolution filter as the input’s linear transformation. The max-
pooling and convolution layers are evenly distributed across the architecture. Two completely connected layers are present at 
the end, accompanied by a softmax for output. 

4) ResNet50: A residual network (ResNet) is formed by stacking several residual blocks together. ResNet-50 is a 50-layer 
convolutional neural network (48 convolutional layers, 1 Max Pool layer, and 1 average pool layer). It has over 23 million 
trainable parameters. ResNet uses Batch Normalization at its core and uses the Identity Connection, which helps protect the 
network from vanishing gradient problems. Deep Residual Network uses bottleneck residual block design to increase the 
network’s performance. 

5) DenseNet201: DenseNet is a deep neural network architecture that was introduced by Facebook AI Research. DenseNet stands 
for Densely Connected Convolutional Networks and is designed to address the problem of vanishing gradients in very deep 
neural networks. It has 20.2M parameters and is 201 layers deep. The main idea behind DenseNet is to connect all layers 
directly with each other in a dense block, rather than using skip connections as in other architectures like ResNet. This creates a 
very dense network, where each layer receives information from all the preceding layers, which helps to combat the vanishing 
gradient problem. Another key feature of DenseNet is its use of bottleneck layers, which reduce the number of channels 
between the dense blocks, reducing the computational cost of the model. Additionally, DenseNet uses a technique called growth 
rate to control the number of channels added to each layer. 

6) NasNetLarge: NasNet stands for Neural Architecture Search Network, which is designed using a technique called neural 
architecture search (NAS). The NAS technique involves using another neural network to automatically search for the optimal 
network architecture for a given task. NasNet-Large is introduced by Google researchers in 2018. It has 88.9 million parameters 
and of depth 533. The architecture of NasNet-Large includes multiple repeating blocks, each of which consists of multiple 
convolutional layers, followed by batch normalization, activation, and pooling layers. The blocks are connected by skip 
connections, which help to improve the flow of gradients during training. NasNetLarge was designed using a reinforcement 
learning-based NAS approach, which involves training a controller network to generate new neural network architectures that 
are evaluated on a validation set. The best performing architectures are then used to train the final network. 

 
IV. RESULT ANALYSIS 

Accuracy, precision, recall, and F1-score are used in this paper as performance metrics to evaluate the models.  
EfficientNetB0 is fine-tuned for 18 epochs. Here both the training accuracy and the validation accuracy are increasing with the 
epochs, and both the validation loss graph and training loss graph show a steady decrease. The validation accuracy reaches an 
impressive 99.85% at the end of the 18th epoch and corresponding model weights are saved. The model correctly classified all 300 
images of Adenocarcinoma and 300 images of normal lung tissue. Only 2 images of squamous cell carcinoma are misclassified. 
We have used 20 epochs for fine-tuning ResNet50. Training accuracy rapidly increased to 0.93 in the first epoch and gradually 
increase to 0.99 over 20 epochs, and the validation accuracy graph also increased from 0.97 to 0 .99. The training loss graph, shows 
a sharp decrease after the first epoch and slowly decrease to loss value 0.017 over 20 epochs. The validation loss graph is gradually 
decreasing from 0.07 to 0.013 with the epochs. Model weights at 13th epoch is taken as Best model since it has the minimum 
validation loss of 0.01 for which has validation accuracy of 99.7%.  
VGG-16 is retrained for 15 epochs. The training accuracy increased from 36% to 94.66% over 15 epochs and validation accuracy 
sharply increased after the first epoch and gradually increases to 95.96% accuracy. Training loss suddenly decrease after first epoch 
and have a steady decrease for later epochs. Validation loss shows a steadier decrease during training. Best model weights are saved 
based on validation accuracy and, at 15th epoch, model has maximum validation accuracy of 95.96% and corresponding model 
weights are saved.  
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We have applied 20 epochs for InceptionV3. Training accuracy increased from 90% to 92.3% over 20 epochs and validation 
accuracy also increased to same value. Training loss and validation loss also decreased over 20 epochs. Best model is saved at the 
13th epoch for which validation accuracy is maximum 91%. Out of the 300 Adenocarcinoma images, 283 have been correctly 
classified and 17 misclassified. 284 images of benign lung tissues and 264 images of squamous cell carcinoma are correctly 
classified while 16 images of benign lung tissues and 36 images of squamous cell carcinoma are misclassified. 
DenseNet201 is finetuned with 20 epochs. Here the training accuracy increase slowly during the retraining phase and validation 
accuracy rapidly rise after first epoch then increase eventually for rest of the epochs to value of 96.8%. Training and validation loss 
also decreases with epochs . Best model is saved based on validation accuracy and at 18 the epoch validation accuracy has 
maximum score and corresponding model weights are saved. Out of 300 Adenocarcinoma images, only 4 are predicted incorrectly 
by the model while All the 300 images of Benign lung tissues are classified correctly. 189 squamous cell carcinoma images were 
correctly identified, but 8 of the same class were misclassified. 
NasNetLarge is retrained for 30 epochs and training and validation accuracy found to be increased during retraining. Both training 
and validation loss decreased over 30 epochs. Model weights at 27 th epoch is taken as the best since it has the maximum validation 
accuracy of 92% . Out of 300 Adenocarcinoma images 270 are correctly predicted by model. Only 9 out of 300 benign lung tissue 
images are misclassified. 284 images of 300 squamous cell carcinoma are identified correctly while 16 are recognized incorrectly. 

 
TABLE III 

Measures For Different Algorithms In %                                  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

        Model Category of Lung 
Cancer 

Precision (%) Recall (%) F1-Score (%) Accuracy (%) 

 
 

ResNet50 

Adenocarcinoma 99 100 100 99.66 

Benign Tissue 100 100 100 

Squamous cell 
carcinoma 

100 99 99 

 
 

VGG-16 

Adenocarcinoma 93 94 94 95.77 
Benign Tissue 98 99 99 
Squamous cell 

carcinoma 
96 94 95 

 
 

EfficientNetB0 

Adenocarcinoma 99 100 100 99.77 
Benign Tissue 100 100 100 
Squamous cell 

carcinoma 
100 99 100 

 
 

InceptionV3 

Adenocarcinoma 84 94 89 92.33 
Benign Tissue 99 95 97 
Squamous cell 

carcinoma 
95 88 91 

 
 

DenseNet201 

Adenocarcinoma 96 99 98 98.33 

Benign Tissue 100 100 100 

Squamous cell 
carcinoma 

99 96 97 

 
 

NetNetLarge 

Adenocarcinoma 92 90 91 93.88 

Benign Tissue 99 97 98 

Squamous cell 
carcinoma 

91 95 93 
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V. CONCLUSION 
In this study, we have experimented 6 fine-tuned deep learning models- EfficientNetB0, InceptionV3, ResNet50 ,VGG-
16 ,DenseNet121 and NasNetLarge for the classification of lung cancer types. All of the six models used have achieved testing 
accuracy greater than 90%. Out of the six models used, EfficientNetB0 outperformed rest of the models with testing accuracy of 
99.77% and ResNet50 is just behind EfficientNetB0 with accuracy of 99.66%. It is InceptionV3 performed poorly with 92.33% 
accuracy. It is evident from this study that EfficientNet-B0 is best suitable for building lung cancer type classifier. 
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