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Abstract: Depression has become prevalent in today’s world and is an ever-increasing concern. Amidst the rising cases of 
depression witnessed every passing year, it has become vital to identify the signs and symptoms leading to it. This paper 
reviews the advances made in machine learning to detect these signs by exploring four different learning models- text, 
facial, audio, and EEG. The accuracy of correct identification is analyzed along with the ease of extraction of data, and 
three modalities are selected for further research based on the aforementioned factors. Furthermore, the paper proposes a 
hybrid approach that combines the tools and techniques employed in the previous works by integrating the three 
modalities. A multimodal system is proposed that overcomes the limitations of the unimodal systems explored in the 
previous papers. 
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I. INTRODUCTION 
Depression is a common and serious mental illness that affects millions of people worldwide. An average of 3.8% of the global 
population suffers from depression, with over 700,000 dying from suicide [1]. It affects about 5% of adults and is 50% more 
common in women. Depression can cause a wide range of symptoms, including sadness, hopelessness, fatigue, difficulty 
concentrating, changes in appetite, and unnatural sleep patterns. The World Health Organization (WHO) uses the term 
‘depressive episode’ for a period when the person experiences single or multiple symptoms of depression [1]. This episode can be 
ranked based on severity and frequency of occurrence, to base the study for diagnosis and treatment of the patient. Despite the 
growing number of antidepressant treatments, it remains a major concern for clinicians owing to its high rates of relapse and 
resistance, and prolonged duration of treatment. Moreover, most people do not receive treatment. Almost 75% of the 
depressed population refrain from seeking therapy, due to various factors like the high cost of treatment procedures, lack of 
awareness, and social stigma around mental health, to name a few [3]. 
In these times, identifying various symptoms of depression is of prime importance. Extensive research is being carried out to 
determine the signs and provide accurate diagnosis. While clinical diagnosis is a prevalent and popular methodology, the level 
of accuracy can be enhanced by integrating Machine Learning techniques for prediction. Machine learning encompasses 
techniques such as Sentiment Analysis, Emotional Artificial Intelligence, and Image Recognition which can be used to analyze 
textual data and facial data. This data can be sourced from social media tweets, comments, posts, and pictures, which would 
prove to be a more reliable strategy to assess the mental state of a person as compared to consciously self-filled reports since it 
could introduce personal biases or dishonest responses. These machine learning techniques can be combined to achieve an even 
higher accuracy. Such a multimodal approach provides several benefits - enhanced accuracy through cross-validation of 
multiple indicators, improved sensitivity to subtle variations in emotional expressions, and reduced false positives/negatives by 
considering multiple data sources. Various machine learning algorithms, including Convolutional Neural Networks (CNNs) for 
image analysis, Support Vector Machines (SVMs), Random Forests, and Neural Networks for text and HRV feature extraction, 
have shown promising results in individual modality-based depression detection. Combining these modalities through fusion 
techniques and sophisticated models offers the potential for improved accuracy and sensitivity, paving the way for more effective 
early detection and intervention in depressive disorders. This holistic approach holds the promise of making a significant 
positive impact on mental health assessment and treatment. The feasibility of a multimodal depression detection system 
integrating text, images, and HRV is high. There is a growing body of research demonstrating the effectiveness of multimodal 
approaches for depression detection. Additionally, multimodal systems can be more robust to noise and variability in individual 
modalities. Furthermore, the data required for multimodal depression detection is becoming increasingly available. Textual data can 
be collected from surveys and online communities. Image data can be collected from Health Service Research Centers. 
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HRV data can be collected from wearable devices, such as smartwatches and fitness trackers. The availability of this data makes it 
possible to develop and deploy multimodal depression detection systems on a large scale. 
 

II. LITERATURE REVIEW 
The Literature Survey in this paper is divided into two sub-sections based on the different types of approaches used. The first sub-
section talks about research based on a singular modality or the unimodal approach, while the second section is about a multimodal 
or hybrid approach. 
 
A. Unimodal Approach 
Prabhu et al. [4] proposes a new method for detecting depression using EEG signals. The method uses a deep learning model called 
EEGNet to extract features from the EEG signals and classify the subject as depressed or not depressed. The method is sensitive to 
the quality of the EEG data. If the EEG data is noisy or incomplete, the model may not be able to make accurate predictions. 
However, the researchers believe that the method has the potential to be a valuable tool for detecting depression and monitoring 
treatment progress. Tazawa et al. [6] proposes a new method for detecting and assessing depression using a multimodal wristband-
type wearable device. The device collects data on physical activity, sleep, heart rate, skin temperature, and ultraviolet light 
exposure. A machine learning model is then used to analyze this data and identify patterns that are associated with depression. The 
authors evaluated their method on a dataset of 45 depressed patients and 41 healthy controls. The method achieved an accuracy of 
76% for screening depression and a correlation coefficient of 0.61 for assessing severity. However, demographic data (e.g., age, sex, 
etc.) was not matched between patients and healthy controls. Therefore, differences in the demographic data may have had some 
impact on the study results. 
Sangwon Byun et al. [7] HRV data was collected from 37 MDD patients and 41 healthy subjects and Support Vector Machine 
(SVM) was used for feature extraction. The HRV features were statistically compared between the control and MDD groups using 
the Mann –Whitney U test. On executing the model, it showed that Non-linear HRV performs better than the Linear HRV model. 
SVM-RFE outperformed the statistical filter as a feature selection method, but the differences in performance measures between the 
two methods were not substantial. 
Kim NH et al.'s model [5] used natural language processing to categorize phrases made by social media users according to the nine 
symptoms of depression included in the Patient Health Questionnaire-9 (PHQ-9). The model's output was used to determine the 
user's level of depression. One potential drawback of the suggested model is that it classifies users as either depressed or not. 
Guo et al. [16] The approach used a combination of 2D and 3D facial expressions to extract features that are relevant to depression. 
These features were then used to train a deep neural network to classify individuals as depressed or not depressed. The authors 
evaluated their approach on a dataset of 100 individuals, including 50 individuals with depression and 50 healthy controls. The 
approach achieved an accuracy of 96.2%, which is significantly higher than the accuracy of previous methods for depression 
recognition using facial expressions. One shortcoming of the approach mentioned in the paper is that it required a large dataset of 
facial expressions from individuals with depression and healthy controls. This can be difficult to collect, especially for 3D facial 
expressions. 
 
B. Multimodal Approach 
A hybrid method that uses both facial characteristics and EEG was proposed by Danniel Shazmeer Bin Abdul Hamid et al. [8] for 
the detection of depression. The system classified the person as depressed or not depressed by first extracting characteristics from 
the EEG and face data, and then using a bidirectional long short-term memory (BiLSTM) network. Additionally, the scientists 
demonstrated that the BiLSTM network outperformed other deep learning techniques including convolutional neural networks 
(CNNs) and recurrent neural networks (RNNs) by comparing their suggested system to these techniques. Nevertheless, the 
technique does not investigate alternate approaches, instead concentrating on a particular model architecture (BiLSTM).  
MDD patients can be identified using physiological indicators, as established by C. Á. Casado et al. [9]. It used signals from 
photoplethysmography (PPG) to compute the HRV rate. Using a light source and a photodetector, photoplethysmography is a low-
cost optical technology that measures changes in blood volume at the skin's surface. They examine how various depression levels 
affect the blood volume pulse (BVP) signal's physiological response. The findings indicate that it is a useful tool for diagnosing 
depression and that it may be used in conjunction with other visual data modalities to enhance its capabilities. It is difficult to 
separate the effects of these tasks on depression prediction because confounding factors were introduced when data from two 
independent tasks (Freeform and Northwind) were combined and added to the AVEC2014 dataset. 
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Sahana Prabhu et al. [10] proposed an approach for depression detection using a combination of textual, speech, and facial features. 
Using a Long Short-Term Memory (LSTM) network, the method first extracts features from each modality and then combines the 
data to determine if the person is depressed or not. The 100-person dataset, which consisted of 50 depressed people and 50 healthy 
controls, was used by the authors to assess their methodology. The approach achieved an accuracy of 90.2%, which is significantly 
higher than the accuracy of previous methods for depression detection using a single modality. On the other hand, ISED could make 
labeling the facial expressions quite difficult and utilizing the IMEOCAP dataset relatively requires extensive testing. 
A healthcare monitoring system based on ontologies and bidirectional long short-term memory (Bi-LSTM) was proposed by 
Farman Ali, Shaker El-Sappagh, et al. [11] to accurately evaluate huge data in healthcare and increase classification accuracy. Large 
volumes of the most beneficial healthcare data were retrieved by the framework from a variety of sources, including social media, 
wearable sensors, cell phones, and medical records. Furthermore, the extracted data is stored in a big data cloud repository, and 
MapReduce is used to handle and process structured and unstructured data intelligently. Word2vec, a neural network-based word 
embedding model, has been utilized to represent textual data related to healthcare with semantic meaning. Furthermore, the 
Word2vec model was integrated with certain domain ontologies. Principal component analysis (PCA) and information gain (IG) 
were used in a number of experiments with the ontology and LSTM-based models, and the outcomes were compared to the 
corresponding reference models. SentiWordNet lexicons alone, however, are insufficient to accurately comprehend textual input for 
the purpose of predicting a patient's mental health and potential pharmacological side effects. 
Vandana et al. [12] proposed a hybrid model for depression detection using deep learning. The authors compare their model to 
several previous methods, including machine learning models trained on text and audio data separately. Their hybrid model 
outperforms all the other methods, which suggests that there is value in combining text and audio features for depression detection. 
The authors evaluated their model on a dataset of 47 subjects, including 26 subjects with depression and 21 healthy controls. The 
model achieved an accuracy of 98% for detecting depression, which is significantly higher than the accuracy of previous methods. 
The authors also investigate the impact of different feature extraction methods on the performance of their model. They find that 
using a combination of deep learning and statistical features achieves the best results. The authors also discussed the potential 
limitations of their study, including the small dataset size and the lack of external validation. They also acknowledge that their 
model may not be generalizable to all populations. More research is needed to validate the model on larger datasets and to 
investigate its performance in clinical settings. 

III. PROPOSED METHODOLOGY 
This architecture model is divided into four stages - Data Collection, Data Preparation, Model Training, and Model Testing. The 
data is collected and tested in three formats - textual, facial, and HRV, each of which is elaborated in detail below. 

Fig. 1 System Architecture 
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A. Pixel Data 
Pixel data can be used to identify patterns in facial expressions that are associated with depression. Pixel data in depression 
detection typically refers to the use of image analysis techniques to identify potential signs of depression from visual data, such as 
photographs or videos. This approach is often used in conjunction with facial expression analysis, body language recognition, and 
other visual cues to assess an individual's emotional state. Analyzing facial expressions captured in images or videos can provide 
valuable information about an individual's emotional state. Algorithms can be trained to detect patterns associated with depressive 
symptoms, such as sadness, hopelessness, or lack of emotional expressiveness. 
1) Convolutional Neural Network (CNN): CNNs can be used to analyze facial expressions in images or videos to detect signs of 

depression. Features like furrowed brows, downturned mouth corners, or limited eye contact can be indicative of depressive 
symptoms. CNNs can be trained to recognize these subtle facial cues. CNNs can be used in combination with other data 
sources, such as audio analysis (voice and speech patterns) and textual analysis (written or spoken language). Multimodal 
approaches can provide a more holistic assessment of an individual's mental health. 

 
Fig. 2 Convolutional Neural Network 

 
In the CNN block diagram, the facial image is first preprocessed. This may involve tasks such as resizing the image, normalizing the 
image, and converting the image to grayscale. The preprocessed image is then fed into the CNN. The Convolutional Neural 
Network model is comprised of a series of inter-connected layers, inserting a layer of added complexity to increase the precision of 
the prediction model. Scaling reduces the size of the image, while the connected layers categorize the image. 
 
B. Textual Data 
Textual data is playing an increasingly important role in depression detection. Researchers are using machine learning and natural 
language processing techniques to analyze textual data from a variety of sources, such as social media posts, online surveys, medical 
records, and therapist notes, to identify individuals at risk of depression, monitor the severity of depression symptoms over time, and 
predict treatment outcomes. One promising approach to textual data-based depression detection is PHQ is a self-report questionnaire 
that is commonly used to screen for depression in clinical settings. It consists of nine questions that assess the severity of depression 
symptoms over the past two weeks. Another promising approach to textual data-based depression detection is to use bag of words 
(BoW) models. BoW models represent textual data as vectors of word counts, where each dimension in the vector represents a word 
in the vocabulary and the value of the dimension is the number of times that word appears in the text. BoW models are effective at 
detecting depression with high accuracy using a variety of datasets. 
1) Naive Bayes Classifier: Naive Bayes (NBT) is a probabilistic classifier that assumes that the features of a text are independent 

of each other. For depression detection, NBT can be used to classify text based on the frequency of words that are associated 
with depression. In the context of text classification, the Naive Bayes theorem is used to classify text documents into different 
categories. The algorithm works by calculating the probability that a word belongs to each category and then assigning the word 
to the category with the highest probability. The classifier is fast to train and can be very accurate, even with training datasets. 
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Fig. 3 Naive Bayes Classifier 

 
NBT classifiers are effective for text classification, especially when used in conjunction with other techniques such as feature 
selection and regularization. Our approach to using the Naive Bayes theorem (NBT) for text classification in multimodal 
depression detection is to first extract features from the text data. These features can be words, n-grams (phrases of two or more 
words), or other types of features that are considered to be relevant for depression detection. Once the features have been extracted, 
they can be input to a Naive Bayes classifier. The Naive Bayes classifier will then calculate the posterior probabilities of the 
different classes (depressed and healthy), given the features. The posterior probability of a class is the probability of that class, 
given the evidence. In this case, the evidence is the features extracted from the text data. The Naive Bayes classifier will then 
output the class with the highest posterior probability as the prediction. The textual data would first need to be converted into a 
numerical representation, predictions from the Naive Bayes classifier are then combined with the predictions from the other 
modalities (images and HRV data) to get a more accurate prediction of whether a person is depressed or not. 

 
C. HRV Data 
The tim interval between each heartbeat is known as heart rate variability or HRV technology. This variation is caused by the 
autonomic nerve system (ANS) of the body, which also regulates our blood pressure, breathing, digestion, and heart rate 
automatically. The Electroencephalogram (EEG) is a crucial method for researching brain activity and yields valuable information 
about alterations in mental state. There was a strong link between HRV and EEG, which suggests that emotional disorders may be 
associated with alterations in the nervous system. Wearable sensors like Smart watches can record the HRV using an infrared 
variation. They are easily obtainable and comfortable to wear. We aim to utilize the HRV readings of our participants to record the 
fluctuations in their stress levels. Given the dearth of accessible biomarkers in the field of psychiatry, wearable sensors provide an 
efficient and non-invasive way to collect HRV data, which can be used to further study the biological changes in a person suffering 
from depression. 
1) Random Forests: Random Forest is another popular machine learning algorithm used in depression detection models that use 

Heart Rate Variability (HRV) data. One such study [13] used Random Forest to construct a depression detection model based 
on HRV parameters. The study used a dataset of 60 participants, including 30 patients with depression and 30 healthy controls. 
The HRV parameters were extracted from the electrocardiogram (ECG) signals of the participants. The study used a Random 
Forest classifier to classify the participants into two groups: depressed and non-depressed. The results showed that the Random 
Forest classifier achieved an accuracy of 90% in classifying the participants into the two groups [13]. 

 
Fig. 4 Random Forest 
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In the random forest block diagram, the HRV data is first preprocessed. This may involve tasks such as cleaning the data, removing 
noise, and transforming the data into a format that is suitable for machine learning. The preprocessed data is then fed into the 
random forest. The random forest consists of a number of decision trees. Each decision tree is trained on a subset of the data. The 
predictions from the individual decision trees are then combined to produce a final prediction. 
2) Neural Networks: Neural Networks are a popular machine learning algorithm used in depression detection models that use 

Heart Rate Variability (HRV) data. Based on two distinct types of deep belief network (DBN) models, one such study [14] 
suggested a novel method for identifying possible depression risk. The created dataset comes from multiple healthcare service 
centers. Another large dataset from a Norwegian youth-oriented public online information channel is used to test the 
methodology. Recurrent neural networks (RNNs) based on long short-term memory (LSTM) were employed in the study to 
recognize texts that described the participants' subjectively perceived symptoms of depression [15]. In general, Neural 
Networks are trained on a dataset of HRV parameters extracted from electrocardiogram (ECG) signals of participants. The 
trained model can then classify participants into two groups: depressed and non-depressed. The accuracy of the model depends 
on the quality and quantity of the data used for training. 

 
Fig. 5 Neural Network 

 
In the neural network block diagram, the HRV data is first preprocessed. This may involve tasks such as cleaning the data, removing 
noise, and transforming the data into a format that is suitable for machine learning. The preprocessed data is then fed into the neural 
network. The neural network consists of a number of layers of neurons. Each neuron is connected to a number of other neurons in 
the previous layer. The weights of the connections between neurons are adjusted during training. The trained neural network can 
then be used to make predictions on new data. 

IV. CONCLUSION 
In recent years, the development of multi-modal depression detection systems has garnered significant attention in the field of 
mental health research and technology. This innovative approach leverages a combination of text, image, and Heart Rate 
Variability (HRV) data, aiming to provide a more comprehensive understanding of an individual's mental well-being. Various 
machine learning algorithms, including Convolutional Neural Networks (CNNs) for image analysis, Support Vector Machines 
(SVMs), Random Forests, and Neural Networks for text and HRV feature extraction, have shown promising results in individual 
modality-based depression detection. Additionally, shape and patch models have been explored for image analysis. Combining 
these modalities through fusion techniques and sophisticated models offers the potential for improved accuracy and sensitivity, 
paving the way for more effective early detection and intervention in depressive disorders. This holistic approach holds the 
promise of making a significant positive impact on mental health assessment and treatment. Moreover, the multi-modal depression 
detection system not only advances the state of the art in mental health assessment but also addresses the limitations of unimodal 
systems. Text-based analyses may capture semantic content and sentiment, while image analysis can provide insights into facial 
expressions and body language, and HRV data can reflect physiological stress levels. By integrating these diverse modalities, the 
system can mitigate the challenges associated with self-reporting biases, enabling a more objective and holistic evaluation of an 
individual's mental health status. Furthermore, the incorporation of machine learning and deep learning techniques allows for the 
automatic extraction of intricate patterns and relationships within the data, ultimately enhancing the accuracy of depression 
detection. As a result, this project contributes to the ongoing efforts to develop more reliable and comprehensive tools for mental 
health professionals and individuals seeking support, thereby promoting early intervention and improved overall well-being. 
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