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Abstract: The transmission of COVID-19 disease has shown a great impact on society. The whole world has been fighting this 
epidemic since late February 2020. The main objective of this project is to predict the spread and end of the COVID-19 disease. 
Because of the COVID-19 outbreak, the world's economy has been affected so far and an accurate prognosis of its epidemic is 
significant. Prediction for the end of this disease is not an easy task as it requires plenty of data and also various parameters 
involved in the prediction. This project proposes certain machine learning techniques and ARIMA models with numerical 
approximations from the dataset provided we forecast the number of reported cases and disease transmission. 
Keywords:  ARIMA Model, Visualization, Seasonal Decomposition, SARIMA Model  

I. INTRODUCTION 
COVID-19 has affected every country around the world. The number of infected and dead people due to this disease has been 
raised. Prediction models contribute knowledge of the disease and its prevalence. These strategies examine past occurrences and 
scenarios to produce the best predictions for the future. These forecasts may aid people in preparing for potential outcomes[1][2]. 
They play a major role in getting accurate predictions. These models can either be predicted by mathematical models or by machine 
learning techniques. Data should be collected from different sources in large quantities to prepare an accurate model. Various 
parameters such as environmental factors, quarantine period, disease spreading rate, immunity levels of the person, person’s past 
health issues, etc., are taken before forecasting the pandemic[5]. People throughout the world are researching many different ways 
to end this disease and are also predicting models using machine-learning techniques[6].  
The model is built to forecast the number of confirmed cases, recovered cases, and death cases based on the data available. For the 
prediction model, the time series forecasting method is applied. 
 

II. METHODOLOGY 
Many mathematical models are used to predict the graph trend, but we used the ARIMA model for predicting the virus graph for the 
coming days. The ARIMA model is applied to forecast the data, which is high in terms of accuracy. ARIMA (Auto-Regressive 
Integrated Moving Average) model is a forecasting algorithm, the information contained in the past values of the time series can be 
utilized to forecast future values on its own. It is a type of model that describes a time series based on its previous values. As a 
result, that equation can be used to predict future values. This model is used to gain a better understanding of the data and to forecast 
future points in the series. It is applied to time series forecasting and provides complementary methods to the problem.  
Prediction models contribute knowledge of the disease and its prevalence. These strategies examine past occurrences and scenarios 
to produce the best predictions for the future. These forecasts may aid people in preparing for potential outcomes. They play a major 
role in getting accurate predictions. These models can either be predicted by mathematical models or by machine learning 
techniques. Data should be collected from different sources in large quantities to prepare an accurate model. Various parameters 
such as environmental factors, quarantine period, disease spreading rate, immunity levels of the person, person’s past health issues, 
etc., are taken before forecasting the pandemic. 
 

III. RELATED WORK 
1) AR Model: It is a statistical model which predicts future value based on its past values is called lags. The model that depends 

only on one lag in the past is given below: 

 
This model is called the long-memory model. If the recursion in time goes back until the beginning of the series, those are called 
long memory models.  
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2) MA MODEL (Moving Average Model): It is a model which predicts the future based on past errors called errors. It depends 
only on the lag of error in the past. The model that depends only on one lag in the past:  

 
These are called short memory models. There is no effect on the present predicted value if there are any big errors long enough ago.  
 
Arima Model: Auto-Regressive Integrated Moving Average Model ARIMA model is a forecasting algorithm, the information 
contained in the past values of the time series can be utilized to forecast future values on its own. It is a type of model that describes 
a time series based on its previous values. As a result, that equation can be used to predict future values.[3] This model is used to 
gain a better understanding of the data and to forecast future points in the series. It is applied to time series forecasting and provides 
complementary methods to the problem. An ARIMA model is characterized by 3 terms:  
● p, d, and q.  
1. p - order of AR.  
2. q - order of MA.  
3. d - differencing we did for our time series stationary.  
4. AR term - It is based on past values.  
5. MA term - It is based on past errors.  
 

 
 
The first step to build an ARIMA model is to make the time series stationary because ‘Auto Regressive’ in ARIMA means it is a 
linear regression model that uses its lags as predictors.[4] Linear regression models work best when the predictors are not correlated 
and are independent of each other. 
 
What is p?  
p is the order of the AR (Auto-Regressive) term. It refers to the number of Y lags to be utilized as predictors.  
 
What is q?  
q is the order of the MA (Moving Average) term. It refers to the number of lagged forecast errors that should go into the ARIMA 
Model.  
 
What is d?  
The most common approach to make the series stationary is to differentiate it i.e, subtract the previous value from the current value 
depending on the complexity of the series, more than one differencing may be needed. The value of d is the minimum number of 
differences needed to make the series stationary. If the time series is stationary, then d = 0.  
 
3) SARIMA Model: If a time series exhibits seasonal patterns, seasonal terms must be included, becoming SARIMA, short for 

‘Seasonal ARIMA’. 
  
4) Seasonal Order 
(P,Q,D,Seasonality) 
 

IV. VISUALIZATION 
The CSV file contains the number of confirmed, active, and recovered cases along with the number of deaths. The file was updated 
with figures on 5th, July 2021. The file can be downloaded from[9]. You can also get the total data on COVID-19 in India[8]. And 
data for the total world can be found on WorldOmeters[10]. 
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Figure 1: Visualization of the total cases and cured in Maharastra 

 

 
Figure 2: Deaths raised in July 2020 and in April 2021 

 
Figure 3 indicates the number of total cases between March 2020 to July 2021. This gives a view of how the total cases were raised. 

   
Figure 3: Graph indicating the raise of cases  

 

  
Figure 4: Graph interpreting the number of people cured at a high rate. 
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Figure 5: Graph indicating the number of people deceased. 

 

 
   Figure 6: Graph indicating the total active cases. 

 

 
Figure 7: Graph indicating the ‘daily new cases’ 
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A. Lockdown Analysis 
           

 
Figure 8: Lockdown 1 

 

 
Figure 9: Unlock 

 

 
Figure 10: Lockdown 2 

   
V. IMPLEMENTATION 

We used the ARIMA Model for the prediction of the “number of daily cases “. We took 4 lags and 5 errors by choosing the best 
values for p and q using a for a loop. Checked Stationarity by Dickey-Fuller Test (ADF test). Our predicted values depend on its 
past 4 lags and 5 errors with 7 days of seasonal component. 
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A. Checking Stationarity 
To check stationarity we used the Dickey-Fuller test. Dicker Fuller Test is a common statistical test used to test whether a given 
time series is stationary or not. 
Here, the p-value is less than 0.05 so our data is stationary. P-value > 0.05 , our data is not stationary. P-value < 0.05 , our data is 
stationary[3][4].  
 
B. Seasonal Decomposition 
Seasonal decomposition involves thinking of a series as a combination of level, trend, and seasonality.[4] 
 

 
Figure 11: Analysis to summarise (or, occasionally, combine) three elements: the linear trend, the periodic (seasonal) component, 

and the random residuals. 
 
C. ACF 
The coefficient correlation between two values in a time series is called the AutoCorrelation Function. We select the MA using 
AutoCorrelationFunction. Here are the best MA values 1 and 5[4]. 

 
 Figure 12: the average relationship between the data points in a time series and the data points before them. 
 
D. PACF 
Partial autocorrelation is the summary of the relation between a value with value at previous time steps. We select AR with Partial 
autocorrelation. 
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Figure 13: Regresses the values of the time series at all lesser lags and shows the partial correlation of a stationary time series with 

its own delayed values.  
 
To find the d, we used ndiffs from Arima. Firstly, we should fit the training set with the SARIMAX model. Then we need to predict 
the test data. So, we used summary_frame for getting the data frame of predicted values.  
 

VI. RESULT 
In the above study, we have assessed the situation of Covid-19 in India. We have developed equations from March to June for the 
number of cases, deaths, and active cases. We then used the regression model to forecast the cases for upcoming days along with the 
accuracy percentage. The results are also provided in the above section. The project can be further developed by taking many other 
factors like vaccinated people, vaccination rate, variants and their spread rate, the measures taken like lockdown, etc. This 
mathematical model of forecasting cases for the future will surely prove to be helpful in the fight against the pandemic.  
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