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Abstract: Due to exponential growth in the field of online transactions, credit cards are widely used in most financial aspects and 
hence there are more risks of fraudulent transactions. These fraudulent transactions can be shown by analysing several 
behaviours of credit card users from earlier transaction history datasets. If any abnormality is noticed in the behaviour from the 
existing patterns, there is the possibility of fraudulent transaction. In this project the proposed will use Ensemble Learning 
Algorithms (XGBoost). By using these models, the proposed system will predict if the transaction is fraudulent or genuine. 
Therefore, by the implementation of this methodology in fraud detection systems, monetary losses which are caused due to 
fraudulent transactions can be decreased.  

I.   INTRODUCTION  
With the world moving forward the era of cash lessness is coming, but with every advancement come with its drawbacks. With the 
increase in use of credit cards, the fraudulent transactions have increased. Credit card fraud may be defined as use of a credit/debit 
card which has been reported lost, revoked, or stolen to obtain anything of value. The entire consumer credit industry is affected by 
it. Credit fraud is one of the fastest-growing types of fraud and the most difficult to intercept. This fraud can occur in various 
scenarios either the website’s security was breached or caused due to the negligence of owner.  
The soul justification of this research paper is to point out the likeness of the fraudulent transaction while use of a credit card. To 
achieve this goal, the primary step is to create a fraud detection system by using machine learning, which discovers the fraud 
transactions with high accuracy and less time. The proposed system will use Ensemble Learning Algorithms like XGBoost. By 
manoeuvring these models, the system will anticipate if the transaction is genuine/non- fraudulent or fraudulent.  
Ensemble learning model uses multiple algorithms to assure better predictive performance that could be acquired from any of the 
inherent learning algorithms alone. Which make this model more fast, accurate and effective among the rest of the models.  
  

II.  MOTIVATION  
Now a day the consumer prefers the most welcome payment mode that is via credit card. Credit card are the most fitting way for 
online shopping, paying bills etc. At the same time, the fraudulent transactions using credit card is a chief issue which must be 
circumvented. Thereby, there are various techniques at one’s disposal to avoid these threats effectively. In this research a system 
will be modelled using Ensemble learning algorithms to detect the fraudulent transaction.   
 
A. Ensemble Learning  
Ensemble learning model uses multiple algorithms to assure better predictive performance than could be acquired from any of the 
inherent learning algorithms alone. An ensemble-system is acquired by integration of various models (henceforth classifiers). 
Consequently, such systems are also named as multiple classifier systems. Ensemble learning usually construct more precise 
solution then a sole model would.  
Ensemble learning can be classified into three classes which are generally discussed and applied in practice   
  
1) Bagging  
It requires fitting multiple decision trees on different samples of the same dataset and averaging the predictions.  
 
2) Boosting  
It requires adding ensemble members consecutively to exact the predictions put together by preceding models and outcomes as a 
weighted average of the projection.  
 
3) Stacking  
It requires fitting several types of models on the matching data and running another model to grasp how to best integrate the 
predictions.  
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III. LITERATURE REVIEW 
  

TITLE  METHODOLOGY  
[1] Credit Card Fraud Detection  

Using  
Random  Forest,  
Accuracy 90%  

Random  Forest Algorithm   

[2] Credit Card Fraud Detection  
Using  Deep  

Learning   

Convolutional Neural  
Network,  
Accuracy 90%  

[3] Credit Card  
Fraud Detection  

Isolation Forest  Accuracy 95%  

[4] Credit Card Fraud Detection  
Using Machine  
Learning  

AdaBoost,   
Accuracy 95%  

[5] Detecting Default Payment Fraud in 
Credit  
Cards  

Support  
Machine,  
82%  

Vector Accuracy  

[6] Credit card fraud identification  
based on unbalanced data set based on  
fusion model  

Lasso  
Xgboost,  
95%  

Logistic Accuracy  

[7] Real-time Credit Card  
Fraud Detection  
Using  
Machine  
Learning  

Convolutional Neural  
Network,   
Accuracy 91%  

  
   
M. Suresh Kumar et al. implemented Random Forest algorithm in [1]. They used a real-world data set and got the accuracy of 90%. 
Whereas in [3] isolation forest was used which increased the detection accuracy from 90% to 95%. Dr. Anju Pratap and Anu Maria 
Babu proposed a model [2] using Convolutional Neural Network with an accuracy of 90%. They used a dataset with 284,807 
transactions and 31 columns where 494 transactions were fraud. Dataset is broken into 80: 20 where 80% of data are used for 
training CNN model while 20% are used for purpose training. In [7] Anuruddha Thennakoon et al. also used CNN with an accuracy 
of 91% but they used two datasets, a genuine transaction log and fraudulent transaction log. They used SMOTE for oversampling 
and for under-sampling CNN and RUS were used. Donglin Li in [6] joint lasso logistic and XG boost algorithm to produce an 
accuracy of 95%. Lasso Logistic is slower while XGBoost is faster but it holds some unimportant variables. Santanu Kumar et al. 
used SVM in [5] with an accuracy of 82%, the data was gathered from UCI machine learning repository with total 690,000 
instances. It has 23 columns and 30,000 rows.  
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IV. SYSTEM ARCHITECTURE 
  

 
   

A. Data Source and Description  
In the proposed system architecture, the system is provided with the dataset which is taken from Kaggle which is an open-source 
platform. In the dataset there are 284,807 transactions or rows. The dataset contains features from V1 to V28 that are the principal 
components obtained by PCA transformation. The only attributes which are not have been transformed are Amount and Time.  
 
B. Data Preprocessing  
As the dataset is highly unbalanced the proposed system will check for the missing values and it will be filled using KNN algorithm. 
After checking that the dataset has no missing values, it will standardize the features for easy numerical operations and for the 
optimization of algorithm.   
 
C. Dividing the training set and test set  
After selecting the features, the dataset will be split into two partitions as training dataset and testing dataset. Only the training 
dataset will be used to build the model and test data will be used for the evaluation of the model. The proposed system will use 70% 
of the data to train the model and 30% for the testing of the model.   
   
D. Features Selection 
The process of reducing the input variables is known as Feature Selection. The proposed system will use backward elimination 
method for selecting the features. In backward elimination method initially all variables are taken and one by one non-significant 
variables are removed. 
1) Overfitting and Underfitting: Overfitting is  a situation where the variables are more than required and it causes decrease in 

accuracy whereas in underfitting variables are less than required which also leads to decrease in accuracy. In case of overfitting 
we can use regularization. 

 
E. Algorithm  
1) XGBoost: XGBoost Classifier (Extreme Gradient Boosting) will be applied in the proposed system which is an ensemble 

learning algorithm. XGBoost is based on GDBT (Gradient Boosting Decision Tree).  
2) Working of XGBoost: In this algorithm, progressive decision trees are created. After that all independent variables are assigned 

with weights, which are fed to the decision tree which predicts results. The weights of variables which are predicted incorrect 
by the tree are increased and fed to second decision tree. These predictions are then ensembled to give a more precise model.   
 

F. Training and Testing procedure  
The proposed system will train the model with the help of training dataset which will be created in earlier processes, in the training 
phase the proposed system will be trained with random samples from training dataset. After successful training of model, the model 
will be tested with the help of testing dataset. The proposed system will check the predicting output against the known fraud 
transactions to check the accuracy of the model. We can also obtain confusion matrix which we help to find out the accuracy of the 
model.   
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V. CONCLUSION  
Credit fraud has become increasingly uncontrolled in recent years. The aim is to find the fraudulent transaction before they cause 
any harm or loss to consumers. Thus the goal is to model a system with help of ensamble learning algorithms. The hope is to achive 
a model with higer acuracy and which consumes less time than the indivisual models. With thegoal to lessen  the loss caused by 
credit  frauds in each year, this paper put forward an ensemble approach, to combine multpul algorithms to to assure better 
predictive performance than could be acquired from any of the inherent learning algorithms alone.  
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