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Abstract: Credit card fraud remains a critical challenge in the financial industry due to the highly imbalanced nature of fraud 
detection datasets and the evolving tactics of fraudsters. This study proposes a robust framework for Credit Card Fraud 
Detection Using Ensemble (Stacking and Voting Classifiers) with Hybrid Techniques, integrating advanced resampling 
strategies with ensemble learning to enhance the detection of minority fraud cases.We evaluated various machine learning 
models combined with hybrid oversampling and undersampling methods, including Simple Minority Oversampling 
Technique(SMOTE)-Tomek, SMOTE Edited Nearest Neighbour(ENN), and Borderline-SMOTE (BSMOTE) with Tomek. 
Traditional classifiers such as Random Forest (RF), Extreme Gradient Boosting (XGB), and Light Gradient Boosting Machine 
(LGBM) were benchmarked against ensemble approaches employing stacking and voting classifiers. 
Experimental results demonstrate that Voting Classifier consistently outperforms individual models, achieving the highest F1-
score of 0.8634 and AUC of 0.9763 on the CreditCard dataset, and an F1-score of 0.8808 with AUC 0.9961 on the PaySim 
dataset. The Stacking Classifier also exhibits strong performance, particularly in reducing false positives, evidenced by its 
superior precision. These findings confirm that integrating hybrid sampling with ensemble models significantly enhances fraud 
detection capabilities, making the proposed approach effective for real-world financial fraud prevention systems. These results 
confirm that ensemble classifiers, when combined with appropriate hybrid resampling techniques, can significantly boost fraud 
detection performance by effectively balancing sensitivity and specificity. The proposed framework showcases the effectiveness 
of stacking and voting classifiers as part of a hybrid ensemble strategy, providing a reliable, scalable, and adaptable solution for 
real-world fraud detection systems where early and accurate identification of fraudulent transactions is paramount. 
Keywords : Credit Card Fraud Detection, Machine Learning, Hybrid models, Ensemble Methods, Simple Minority 
Oversampling Technique -Tomek, SMOTE Edited Nearest Neighbour, Borderline-SMOTE, Random Forest, Extreme Gradient 
Boosting, Light Gradient Boosting Machine, Stacking Classifier, Voting Classifier, Precision, Recall, F1-score, Imbalanced 
Data, Paysim, Oversampling, UnderSampling 
 

I. INTRODUCTION 
The rapid proliferation of digital transactions has amplified the risk of credit card fraud, posing significant threats to financial 
institutions, merchants, and customers. As fraudsters continue to evolve their tactics, conventional fraud detection methods often 
struggle to cope with the dynamic, imbalanced, and complex nature of transaction data. Typically, fraudulent transactions represent 
a minute fraction of the total data, rendering most standard classifiers biased toward the majority (legitimate) class. This imbalance 
creates a pressing need for sophisticated and intelligent fraud detection systems that can accurately identify rare fraud instances 
while minimizing false alarms.Recent advancements in machine learning have introduced ensemble methods and hybrid sampling 
techniques as promising solutions to address the challenges inherent in fraud detection. Ensemble methods, such as stacking and 
voting classifiers, leverage the strengths of multiple base learners to improve generalization and predictive performance. Meanwhile, 
hybrid resampling techniques, which combine both oversampling of the minority class and undersampling of the majority class, 
have shown to be effective in mitigating the skewed class distribution issue. 
This study proposes an integrated framework for credit card fraud detection using ensemble classifiers—stacking and voting—
enhanced with hybrid resampling techniques, including SMOTE-Tomek, SMOTEENN, and Borderline-SMOTE. The objective is to 
examine the synergy of these ensemble methods with hybrid data balancing techniques to improve the detection rate of fraudulent 
transactions while maintaining high overall classification accuracy. 
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Experiments were conducted on two benchmark datasets—CreditCard and PaySim—where various models, including Random 
Forest (RF), Extreme Gradient Boosting (XGB), and LightGBM (LGBM), were assessed individually and within ensemble 
frameworks. The results clearly demonstrate that stacking and voting classifiers, when integrated with hybrid sampling strategies, 
significantly enhance fraud detection metrics such as precision, recall, F1-score, and ROC AUC, particularly for the minority fraud 
class. This research underscores the potential of combining ensemble learning with hybrid resampling as a robust approach to 
tackling the complexities of real-world credit card fraud detection, offering scalable and high-performance solutions for financial 
institutions. 
 

II. LITERATURE SURVEY 
The problem of class imbalance in credit card fraud detection has garnered significant attention in recent years. Various sampling 
techniques have been proposed to address the challenges posed by skewed datasets. 
 
Alamri and Ykhlef proposed a hybrid sampling method combining Tomek links, BIRCH clustering, and Borderline-SMOTE to 
handle imbalanced credit card data. Their method initially applies Tomek links to remove majority class instances that are 
borderline or noisy. This is followed by BIRCH clustering to group similar instances and finally, Borderline-SMOTE is used to 
oversample the minority class within these clusters. The approach showed superior performance compared to baseline methods, 
achieving an F1-score of 85.20% using a Random Forest classifier [1]. 
ASN-SMOTE: a synthetic minority oversampling method with adaptive qualified synthesizer selection: Enhanced F1-scores and 
reduced false positives by using adaptive oversampling strategies (Tomek Links, ADASYN) combined with Random Forest and 
Balanced Random Forest classifiers.[2] 
A Behavior-cluster Based Imbalanced Classification Method for Credit Card Fraud Detection: Achieved high precision and recall 
by applying hybrid resampling methods for imbalanced fraud detection using SMOTE, Tomek Links, and XGBoost.[3] 
SMOTE-NCL: A re-sampling method with filter for network intrusion detection: Effectively handled imbalanced credit card fraud 
datasets, achieving higher accuracy and AUC-ROC curves using SMOTE, Tomek Links, and Random Forest.[4] 
NUS: Noisy-Sample-Removed Undersampling Scheme for Imbalanced Classification and Application to Credit Card Fraud 
Detection: Improved classifier performance using hybrid SMOTE-ENN and Tomek Links for handling imbalanced data with 
Balanced Random Forest.[5] 
Combining oversampling and undersampling techniques for imbalanced classification: A comparative study using credit card 
fraudulent transaction dataset: Demonstrated significant improvement in precision and recall for credit card fraud detection using 
hybrid approaches (Tomek Links, SMOTE, Random Forest, SMOTEENN, XGBoost).[6] 
Detection of fraudulent credit card transactions: A comparative analysis of data sampling and classification techniques: 
Enhanced fraud detection by combining SMOTE with classifiers like Random Forest and XGBoost, and using Tomek Links and 
Borderline-SMOTE.[7] 
Kaur and Gosain explored the effectiveness of handling class imbalance in fraud detection using various sampling methods like 
SMOTE, random oversampling, and undersampling. They applied these techniques with classifiers including Naive Bayes and 
Decision Tree. The study found that SMOTE significantly improves the model’s ability to detect minority class instances. It 
highlighted SMOTE's superior performance over traditional undersampling in imbalanced scenarios. [8]. 
This study compared SMOTE and ADASYN oversampling methods with classifiers like Random Forest and Decision Tree for 
credit card fraud detection. The results indicated that oversampling improved the classifiers’ sensitivity to fraudulent transactions. 
Among the methods, SMOTE achieved higher recall, making it more effective for minority class detection. The authors emphasized 
the importance of balancing techniques for real-world fraud data. [9]. 
Mahesh et al. proposed a comparative framework for fraud detection using classifiers such as Random Forest, Logistic Regression, 
and KNN in conjunction with SMOTE and undersampling. Their results showed that the Random Forest model with SMOTE had 
the highest accuracy. The research underlined the benefit of combining oversampling with ensemble methods to address data 
imbalance. It reinforced the role of preprocessing in fraud detection pipelines. [10]. Rtayli focused on deep learning-based models 
for detecting credit card fraud in highly imbalanced datasets. Using a deep neural network (DNN), the model achieved high 
detection accuracy without extensive sampling or balancing techniques. The study demonstrated that deep learning can inherently 
handle complex fraud patterns. This work supports the growing shift towards neural models in fraud analytics. [11]. 
This research applied various machine learning algorithms such as Logistic Regression, Decision Tree, Naive Bayes, SVM, and 
Random Forest to a credit card fraud dataset.  
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Random Forest achieved the best overall performance in detecting fraudulent transactions. The study emphasized the importance of 
model selection and feature engineering. It concluded that ensemble techniques are generally more reliable for fraud detection.[12]. 
Li and Xie introduced a novel behavior-based clustering method followed by classification using models like SVM and Decision 
Tree. The approach grouped similar transaction behaviors before classification to improve accuracy. Their method enhanced the 
detection of fraudulent transactions in imbalanced datasets. The study suggested behavior clustering as a valuable preprocessing 
step for fraud detection. [13]. 
Esenogho et al. utilized This work proposed an ensemble of neural networks integrated with feature engineering for fraud detection. 
A voting mechanism among the models was employed to enhance reliability. The ensemble outperformed single classifiers in 
precision and recall, particularly for fraud cases. Their approach showcased the effectiveness of combining deep learning with 
ensemble strategies. [14]. Yi and colleagues developed ASN-SMOTE, a variant of SMOTE designed to generate more diverse and 
representative synthetic samples. When tested with Random Forest and XGBoost, ASN-SMOTE outperformed traditional 
oversampling methods. It improved minority class prediction while reducing overfitting. This innovation enhances model 
generalization on imbalanced datasets. [15]. 
Ullastres and Latifi evaluated the performance of multiple models including Logistic Regression, Random Forest, XGBoost, and 
SVM on a credit card fraud dataset. Their analysis highlighted the strength of ensemble models like XGBoost in detecting fraud. 
The study emphasized the role of proper feature selection and data balancing in improving model outcomes. XGBoost showed 
superior precision and recall compared to baseline classifiers. [16]. Zhu et al. proposed a Noisy-sample-removed Undersampling 
(NUS) method to improve fraud detection. By removing noisy samples before undersampling, the model achieved higher detection 
accuracy. The technique proved particularly effective with classifiers like SVM and neural networks. Their findings suggest that 
cleaning the data before balancing enhances classifier robustness. [17]. 
Lopez-Rojas et al. developed PaySim, a financial mobile money simulator for fraud detection, providing a realistic dataset for 
evaluating different fraud detection techniques [18]. Arfeen and Khan conducted an empirical analysis of machine learning 
algorithms for detecting fraudulent electronic fund transfers, reinforcing the importance of algorithm selection in handling 
imbalanced data [19]. Mondal et al. explored handling imbalanced data for credit card fraud detection, emphasizing the significance 
of integrating sampling techniques with advanced classifiers [20]. 
 

III. DATASET 
The dataset contains transactions made by credit cards in September 2013 by European cardholders. This dataset presents 
transactions that occurred in two days, where we have 492 frauds out of 284,807 transactions. The dataset is highly unbalanced, the 
positive class (frauds) account for 0.172% of all transactions.We used a synthetic credit card transaction dataset with a significant 
class imbalance between fraud and non-fraud transactions.The dataset considered having a significant number of records with non 
fraud and very few number of  fraud data compared to non fraud data. It contains only numerical input variables which are the result 
of a PCA transformation. Unfortunately, due to confidentiality issues, we cannot provide the original features and more background 
information about the data. Features V1, V2, … V28 are the principal components obtained with PCA, the only features which have 
not been transformed with PCA are 'Time' and 'Amount'. Feature 'Time' contains the seconds elapsed between each transaction and 
the first transaction in the dataset. The feature 'Amount' is the transaction Amount, this feature can be used for example-dependant 
cost-sensitive learning. Feature 'Class' is the response variable and it takes value 1 in case of fraud and 0 otherwise.[21] 

 
Table 1 : Credit card dataset 

 
PaySim simulates mobile money transactions based on a sample of real transactions extracted from one month of financial logs 
from a mobile money service implemented in an African country. The original logs were provided by a multinational company, who 
is the provider of the mobile financial service which is currently running in more than 14 countries all around the world.This 
synthetic dataset is scaled down 1/4 of the original dataset and it is created just for Kaggle.We start with loading the dataset and 
explore the data with considering which type of data is available and how many types of transacttions are done and also considering 
by which methods.Then preprocess the data and select the training and testing sets at 0.8 and 0.2 of the total data.Below are the 
features of paysim dataset,[22] 
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 Step - maps a unit of time in the real world. In this case 1 step is 1 hour of time. Total steps 744 (30 days simulation). 
 Type - CASH-IN, CASH-OUT, DEBIT, PAYMENT and TRANSFER. 
 Amount -amount of the transaction in local currency. 
 nameOrig - customer who started the transaction 
 oldbalanceOrg - initial balance before the transaction newbalanceOrig - new balance after the transaction. 
 nameDest - customer who is the recipient of the transaction 
 oldbalanceDest - initial balance recipient before the transaction. Note that there is not information for customers that start with 

M (Merchants). 
 newbalanceDest - new balance recipient after the transaction. Note that there is not information for customers that start with M 

(Merchants). 
 isFraud - This is the transactions made by the fraudulent agents inside the simulation. In this specific dataset the fraudulent 

behavior of the agents aims to profit by taking control or customers accounts and try to empty the funds by transferring to 
another account and then cashing out of the system. 

 isFlaggedFraud - The business model aims to control massive transfers from one account to another and flags illegal attempts. 
An illegal attempt in this dataset is an attempt to transfer more than 200.000 in a single transaction. 
 

 
Table 2 : Paysim Dataset 

 
IV. PROPOSED METHODOLOGY 

 

 
Figure 1 : Proposed Architecture 
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A. Dataset Loading 
The initial step consists of loading two datasets one after the other and generate dataset insights that includes shape of the dataset, 
memory usage of the dataset, class distribution, etc. 
 
B. Data Preprocessing 
 Perform preprocessing separately for each dataset ("CreditCard" and "PaySim"). Ensure that all preprocessing steps maintain the 
original stratified class distribution.The 1st dataset(European) with records of 284,807 is loaded and undergoes Perform standard 
data cleaning operations (handling missing values, outliers, etc.). For 2nd dataset(Paysim) is loaded and it handles missing values 
and the dataset is then pre-processed to prepare it for machine learning algorithms. Irrelevant features such as origin and destination 
identifiers are dropped. Categorical features, specifically the transaction type, are converted to numerical values using one hot 
encoding. 
 
C. .Train -test data 
The pre-processed data is split into training and testing sets using an 80-20 split ratio. Stratifaction is applied during the split to 
maintain the class distribution in both sets, which is crucial for ensuring that the models trained on this data will generalize well to 
unseen data and remove underfitting and overfitting issues usually occurs when balancing datasets. 
 
D. Hybrid and Ensemble Methods 
It is  a three stage pipeline architecture consisting of Under-sampling techniques , Over-sampling Techniques and a Classifier which 
the acts as base learners for ensemble techniques like Stacking and Voting classifiers. 
1) RF + Smote Tomek : SMOTE (Synthetic Minority Over-sampling Technique) Generates synthetic examples of the minority 

class (fraudulent transactions) by interpolating between existing ones. Tomek Links Cleans the overlapping data points between 
classes by removing Tomek link pairs (samples that are very close but from different classes), reducing noise and class 
ambiguity. Random Forest (RF) is an ensemble method that builds multiple decision trees and merges their outputs (via 
majority voting) to improve classification performance and reduce overfitting. 

2) XGBoost + SMOTEENN : SMOTEENN (SMOTE + Edited Nearest Neighbors) SMOTE generates synthetic minority class 
samples. ENN removes ambiguous or misclassified examples using a k-nearest neighbor approach. XGBoost (Extreme 
Gradient Boosting): A powerful gradient boosting framework that builds sequential trees to reduce bias and improve 
performance. It's regularized, scalable, and handles missing values well. 

3) LightGBM + Borderline-SMOTE+Tomek : Borderline-SMOTE Unlike regular SMOTE, this method focuses on generating 
synthetic samples only near the decision boundary—where misclassification is most likely. It avoids generating data in safe 
zones (which are already well-classified). Tomek Links Cleans the overlapping data points between classes by removing 
Tomek link pairs (samples that are very close but from different classes), reducing noise and class ambiguity. LightGBM (Light 
Gradient Boosting Machine) is a gradient boosting algorithm optimized for speed and efficiency. It uses histogram-based 
decision trees and is suitable for large datasets. 

4) STACKING : We employed Stacking to combine the strengths of multiple classifiers  
Base learners: Random Forest, XGBoost, LightGBM 
Meta-learner : Logistic Regression 
In stacking, the base models predict outcomes independently, and their outputs are used as input features to train the meta-
learner, which gives the final prediction. Stacking helps leverage the diversity of different models to improve generalization 
and fraud detection. 

5) VOTING : We also implemented a soft voting ensemble Combines RF, XGB, and LGBM predictions by averaging their 
predicted probabilities Final class is chosen based on the highest average probability Voting provides a simple yet effective 
ensemble strategy, especially when base models perform comparably. 
 

E. Evaluate Model Performance : 
Each trained model is evaluated based on several performance metrics: 

 Accuracy : The ratio of correctly predicted instances to the total instances. 
Accuracy=(TP+TN)/(TP+TN+FP+FN) 
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Where:  
 TP: True Positives (correctly predicted positive instances) 
 TN: True Negatives (correctly predicted negative instances) 
 FP: False Positives (incorrectly predicted positive instances) 
 FN: False Negatives (incorrectly predicted negative instances) 
  

 Precision (Fraud Class): Positive predicted value measures the proportion of correctly predicted positive instances 
out of all instances predicted as positive. 

Precision=TP/(FP+TP) 
 

 Recall (Fraud Class): Sensitivity or True Positive Rate measures the proportion of correctly predicted positive 
instances out of all actual positive instances. 

Recall=TP/(FN+TP) 
 

 F1-Scare (Fraud Class): harmonic mean of precision and recall, providing a single metric that balances both the 
precision and recall of the model. 

F1-Score=2×((Precision×Recall)/(Precision+Recall)) 
 

 ROC CURVE: The Receiver Operating Characteristic (ROC) Curve is a graphical plot that illustrates the diagnostic 
ability of a binary classifier as its discrimination threshold is varied. It ranges from 0.0 to 1.0 

 AUC = 1.0: Perfect classifier 
 AUC = 0.5: No better than random guessing 
 AUC > 0.8: Good performance 

 Confusion Matrix: A confusion matrix is a performance measurement tool for classification problems. It allows 
visualization of the model’s performance by showing true vs. predicted classifications. 
 

V. EXPERIMENTAL RESULTS 
We evaluated several hybrid and ensemble machine learning techniques for fraud detection using two highly imbalanced datasets: 
the CreditCard dataset and the PaySim dataset. Our experimentation included combinations such as RF + SMOTE-Tomek, XGB + 
SMOTEENN, XGB + BSMOTE + Tomek, and advanced ensemble methods like Stacking and Voting Classifiers.  
Performance metrics for RF + SMOTE – Tomek(Hybrid 1) CreditCard : Achieved strong fraud detection with F1-score of 0.8482 
and high ROC AUC of 0.9782, showing reliable balance between precision and recall. PaySim: Delivered better recall (0.8421) and 
an excellent AUC of 0.9875, proving effective at identifying rare fraud cases. 
 

   
Figure 2 : confusion matix of Credit card dataset(Hybrid 1)  Figure 3 : ROC Curve of Credit card dataset(Hybrid 1) 
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Figure 4 : Confusion matrix of Paysim dataset(Hybrid 1)  Figure 5 : ROC Curve of Paysim dataset(Hybrid 1) 

 
Performance Metrics for - XGB + SMOTEENN(Hybrid 2) CreditCard: High recall (0.8571) but low precision (0.6131) indicates 
more false positives, despite good AUC (0.9804). PaySim: Extremely high recall (0.9035) but poor precision (0.2068), leading to 
many false alarms; best suited when catching all frauds is critical. 

 

   
Figure 6 : Confusion matrix for Credit card dataset(Hybrid 2) Figure 7 : ROC Curve for Credit card dataset(Hybrid 2) 

    
Figure 8 : Confusion matrix for Paysim dataset(Hybrid 2)  Figure 9 : ROC Curve for Paysim dataset(Hybrid 2) 

Performance Metrics for  XGB + BSMOTE + Tomek(Hybrid 3): CreditCard: Maintained solid performance with F1-score of 
0.8316 and balanced metrics, indicating stable fraud detection. PaySim: Delivered a balanced fraud detection rate with precision of 
0.8873 and F1-score of 0.8571, suggesting high reliability. 
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Figure 10 : Confusion matrix for Credit card dataset(Hybrid 3) Figure 11 : ROC Curve for Credit card dataset(Hybrid 3) 
 

    
Figure 12 : Confusion matrix for Paysim dataset(Hybrid 3)  Figure 13 : ROC Curve for Paysim dataset(Hybrid 3) 

 
Performance Metrics for STACKING : CreditCard: Showed robust performance with highest fraud precision (0.9268) and strong 
F1-score (0.8444), ideal for reducing false positives. PaySim: Achieved exceptional fraud precision (0.9941) and AUC (0.9972), 
demonstrating its strength in both detection and reliability. 

   
 
Figure 14 : Confusion matrix for Credit card dataset(stacking) Figure 15 : ROC Curve for Credit card dataset(Stacking) 
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Figure 16 : Confusion matrix for Paysim card dataset(stacking) Figure 17 : ROC Curve for Paysim dataset(Stacking) 
 

Performance Metrics for VOTING : CreditCard: Balanced fraud recall (0.8061) and highest F1-score (0.8634), proving to be the 
best overall performer. PaySim: Offered top-tier results with precision of 0.9891 and F1-score of 0.8808, making it highly suitable 
for real-world deployment. 

     
Figure 18 : Confusion matrix for Credit card dataset(Voting) Figure 19 : ROC Curve for Credit card dataset(Voting) 

   
Figure 20 : Confusion matrix for Credit card dataset(Voting) Figure 21 : ROC Curve for Credit card dataset(Voting) 
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For the CreditCard dataset, the best performance was achieved by the Voting Classifier, which yielded a fraud precision of 0.9294, 
recall of 0.8061, and an F1-score of 0.8634, with an accuracy of 99.96% and ROC AUC of 0.9799, indicating robust fraud detection 
capability while maintaining high overall performance. Similarly, the Stacking model delivered competitive results with a fraud 
precision of 0.9268 and an F1-score of 0.8444. For the PaySim dataset, the Voting Classifier again outperformed other models, 
achieving fraud precision of 0.9891, recall of 0.7939, and F1-score of 0.8808, with a ROC AUC of 0.9972. Notably, although XGB 
+ SMOTEENN showed high recall (0.9035) on the PaySim dataset, it suffered from poor precision (0.2068), leading to lower F1-
scores. Overall, ensemble approaches, particularly Voting and Stacking, demonstrated superior effectiveness in balancing high 
precision and recall, making them well-suited for fraud detection tasks on imbalanced datasets. 

 
VI. CONCLUSIONS 

The proposed methedology demonstrates the effectiveness of combining ensemble learning with advanced resampling strategies to 
address the challenges posed by highly imbalanced fraud detection datasets. Two benchmark datasets—CreditCard and PaySim—
were utilized to evaluate the performance of various hybrid models.Across both datasets, ensemble methods such as Stacking and 
Voting classifiers consistently outperformed individual hybrid approaches (e.g., Random Forest + SMOTE-Tomek, XGBoost + 
SMOTEENN) in terms of precision, recall, F1-score, and ROC AUC, particularly for the minority fraud class. Notably, on the 
CreditCard dataset, the Voting classifier achieved the highest fraud F1-score of 0.8634, with a strong balance between precision 
(0.9294) and recall (0.8061). 
Similarly, the PaySim dataset results revealed the Voting classifier as the top performer with an exceptional fraud F1-score of 
0.8808, precision of 0.9891, and recall of 0.7939, indicating a robust ability to correctly identify fraudulent transactions while 
minimizing false positives.The use of hybrid resampling techniques such as SMOTE-Tomek, SMOTEENN, and BSMOTE + 
Tomek significantly contributed to improving the detection rates of fraud cases by generating synthetic examples and cleaning noisy 
data, thus aiding classifiers in learning more discriminative patterns. Furthermore, the ensemble frameworks effectively leveraged 
the strengths of base learners to build more generalized and accurate models. 
Overall, the results validate that ensemble methods combined with hybrid sampling techniques provide a powerful and reliable 
solution for credit card fraud detection, offering high predictive performance and addressing the critical issue of class imbalance. 
This approach not only enhances fraud detection capabilities but also reduces operational risk for financial institutions by enabling 
faster and more accurate identification of fraudulent activities. 
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