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Abstract: Primary source of Indian livelihood is Agriculture. It has become a strenuous task for the farmers to plan the crops for 

the next season as it is a critical prediction about the prices that their harvest might yield in that particular season that will be 

based on driving weather conditions. This in turn results in imprecise prediction of crop prices by farmers which leads in 

choosing the fallacious crops or in quickly sell their yield resulting in low revenue. The same crop would have gained more value 

in the future. This paper mainly aims at addressing these issues by using Machine learning algorithms where the input is given 

through the sensors as live data and the result is displayed on a webpage. The webpage consists of a recommendation engine and 

the price prediction data of each crop in that particular region. 
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I. INTRODUCTION 

About 58% of the Indian population depends on farming. Indian agriculture uses a subsistent method of farming where its primary 

goal is to provide food and other requirements for its vast population. In recent times, farming is commercializing and becoming 

market oriented which is attracting a greater number of farmers and gaining popularity in developed areas. There are numerous 

problems that Indian farming suffers from such as unscientific methods of farming, less lucrative prices for agricultural products, 

lack of irrigational facilities, less usage of chemical, bio and natural fertilizers, vulnerability to disease and pests etc [4]. 

For agrarians, harvesting flexile (versatile) species is a predominant business. Satellite field monitoring and online software with 

data interpretation like EOS Crop Monitoring plays a significant role. Backdated survey manifests historically efficient types of 

crops for a particular area while precise application of fertilizers, field zoning, suggested crop rotation aid in saving input costs [1]. 

India has made significant progress in food security system.  

Food-grain production is more than quadrupled while Indian population is tripled in number. Due to significant fluctuation in the 

prices after the harvest, farmers tend to face tremendous losses. Due to price fluctuations of agricultural products, the country’s 

GDP is affected.  

To make an intuitive choice before harvesting, evaluation and price estimation of crops are extremely important. By speculating the 

price of a crop helps in minimizing the risk of loss and balancing the price fluctuations [11]. This model mainly focuses on the 

technical facet; To help the farmers plan for crops for the next season by predicting the price metric, to grow crops that will yield a 

good harvest and to reduce economic losses for farmers. 

 

II. RELATED WORK 

India manifests diversity of crops. At times 4-5 crops are cultivated simultaneously in the same field which ensures crop production 

during unfavourable weather conditions. And this in turn reduces the production output and per hectare yield. Machine learning is 

used to conduct a pilot study for forecasting the sample price of the selected crops beforehand using machine earning at 14- and 30-

days intervening period at the selected Mandis across Madhya Pradesh and to analyse the accuracy of the price forecasts at different 

time intervals and determine the confidence levels for the accuracy of the same [2]. 

Using Ensemble model, India's Rabbi crop prediction is implemented. An ensemble machine learning model is developed, using 

previous forecast on weather conditions. [10]. 

Different crop prices are predicted by analysing the WPI data and previous rainfall. Supervised machine learning algorithm is 

implemented to analyse the price for the most recent data and evaluate the price for the next 12 months. [11]. 

 

III. DESCRIPTION 

In unsupervised learning, the existing data is priorly labelled and knows which behaviours needs to be predicted in the new data 

obtained [3]. 

Random forest is a Supervised Machine Learning Algorithm that is used widely in Classification and Regression problems. 

Decision trees are built on different samples and takes their majority vote for classification and average in case of regression [9]. 
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Fig 1. Block diagram of the model 

 

The block diagram of the model is shown in Fig 1. The real time data is collected from the Soil NPK sensor in the web interface. 

The data collected are the parameters that are considered for prediction. Later it is sent to the cloud recommendation engine where 

the best crop for that particular parameter is given as the output. Based on the best suited crop for that region the price for that crop 

is predicted in the price prediction model, where the data of all the crops is collected in terms of its market price and is used as the 

static data for price prediction [7]. 

Based on both recommendation engine and price prediction model the price for all the crops that are suited for that region is given 

as the output with its price. This result is represented in terms of graphical representation and is displayed on the webpage. This 

graphical representation consists of the crops that are best suited for that region considering all the parameters like weather and soil 

properties of that region, and also looking into the future demand and market value. It also contains the predicted price of all the best 

suited crops. 

 

A. Procedure for Model Building 

1) Data Gathering: Data gathering is a process of collecting data from sources like Indian Government Repository (data.gov.in), 

kaggle etc., Where the data is selected based on the requirement of the Algorithms. Here we have selected the data which 

contains the factors like soil fertility, pH, temperature, humidity and rainfall of the region. 

2) Data Cleaning: Data Cleaning is one of the most important steps in any machine learning project. There are various methods of 

data visualisation techniques for identifying appropriate data cleaning operations.  There are few very simple data cleaning 

techniques before implementing the large data cleaning techniques in a machine learning project in each dataset. 

 

B. Crop Recommendation Algorithm 

1) Importing of Libraries: We have made use of libraries like numpy, pandas and sklearn. Pandas is used to read, arrange, and 

modify the dataset based on the model requirements. As 2D arrays are used in the prediction we make use of numpy library. 

Through sklearn we import the ensemble learning model Random Forest Regressor. 

2) Datasets: The datasets hold the values influencing the crop prediction for the type of soil and weather conditions like N, P, K, 

humidity, rainfall, pH, and the respective crops that can be grown in that particular region. The dataset is separated into 

independent and dependent variables such that X holds all the dependent variables and Y holds all the independent variables. 

Here dependent variables are factors influencing the crop prediction for the type of soil and weather conditions like N, P, K, 

humidity, rainfall, and pH and independent variables are crops that can be grown. 

3) One- Hot Encoding: One Hot Encoding is a Data Processing technique used to represent the data in the form of bits, which can 

be understood by machine learning algorithms. The data will be in the form of a string which couldn’t be understood by a 

machine learning algorithm which is converted into bits by defining dummy variables. Then bits are assigned to relevant 

variables based on the dependent variables. This process of converting the categorical data into binary vector representation is 

called One Hot Encoding. 
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4) Train The Model Using Random Forest Regressor: The separated datasets X and y are used as the training data, these are fed 

into the Random Forest Regressor model imported from sklearn using RandomForestRegressor().fit(X, y). Then the crop is 

predicted using RandomForestRegressor(). Predict (X_test)  

5) Splitting into Training and Testing Data for Testing the Model: In ML the most primitive pre-processing step involves splitting 

the dataset into training and testing. To improve the model performance different samples of training and testing are created by 

splitting the datasets. The training data is used to train the algorithm whereas the testing data is used to test the algorithm. If the 

accuracy of training data is high and testing is low then the dataset is said to be overfitted. 

6) Mapping of Crops with Predicted Value: The crop code is extracted from the predicted output and by MAPPING the crop code. 

By this we can Recommend the most suitable Crop. 

 

C. Crop Price Prediction Algorithm 

Base array: It is a value assigned to a particular crop to which the predicted value is multiplied to get the Prediction price of crop 

commodity_dict consists of path to map csv files of the commodity to crop name. 

1) Commodity Class: In the main function, append commodity list from commodity_dict is used in Commodity class. In 

Commodity class it takes the mapped crop csv file as input and then trains it to split the dataset into X and Y and then return the 

commodity name using Decision Tree Regression. Then the commodity name is appended to the commodity list. 

2) Crop Class: Crops class has a crop module used to get the crop data in crop profile consists of fields like crop image, prime 

location grown, crop type, and countries where it is exported. To predict the price, getpredictedvalue module is used from 

commodity class which returns predicted value of the specific crop and getcropname module from commodity class to get the 

crop name. 

3) Top 5 Winners Class: It takes the current month, current year, current rainfall, previous month, previous rainfall and give top 5 

crops that are have good price in market. From each commodity in commodity list current month prediction and previous month 

prediction is done. Then calculate the difference and give the change in value of crop. 

4) Top 5 Losers Class: It takes the current month, current year, current rainfall, previous month, previous rainfall and give top 5 

crops that have low price in market. Similarly, we predict the crops for Top five losers in reverse order. 

5) 6 Month Forecast Class: Initially the SixMonthsForecastHelper takes the crop name as input and returns the crop price, time, 

and the change to the SixMonthsForecast. In SixMonthsForecastHelper initialize commodity to first crop in commodity list and 

for each commodity in commodity list if name of crop = i(crop in commodity list) commodity is assigned to i(assigns 

commodity). The variable month with year stores the six months m y and rainfall from the current month. current_wpi is 

assigned with the values of current month using get Predictedvalue. Then values of six-month forecast are calculated. Then a 

loop is used to print crop price for each month. crop price returns the time, price and change. SixMonthsForecast then fetch Six 

months forecast predictions and display crops month wise 

6) Final Data Class: To get all the final data like rainfall temperature humidity NPK pH and feed to the crop predict algorithm in 

the desired format. 

7) Current Month Class: It takes the name of the crop and returns the current predictions for the particular crop under current 

weather conditions. It is used in crop profile. 

8) 12 Month Forecast Class: Similar to the 6 months forecast the 12-month forecast is done with similar kind of logic but the only 

change is it returns two values X and Y as the forecast is used to plot a graph in the crop profile. 

 

Fig 2. Design of the working model 
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The design of the working model is shown in the figure 2. NPK is connected to the Arduino through the TTL 485 Modbus. This 

helps convert the 16-bit HEX values into analogue values which can be understood by the microcontroller. the pH sensor is directly 

connected to the Arduino through an analogue pin. The NodeMCU and Arduino are connected with Rx Tx pins that help establish 

serial communication.  

The reason for using both the controllers is that NodeMCU had only 1 analogue pin where in Arduino has 6. As there is need of 

multiple analogue pins both the boards are used to integrate the sensor and send the data to the server. 

Here the website acts as the interactive interface of the project with the user. Different data like Temperature, Humidity, pH and 

NPK value of the soil is continuously read by the sensor with the particular interval. These parameters help in the understanding of 

soil property and environment with which we predict the crop. The data read is continuously sent to the ThingSpeak through Wi-Fi 

and stored in the database. When the data is requested from tree webpage, the recent data of the database is sent to the 

recommendation Engine for prediction. We have taken a set of static data for prediction of the crop and price. The static data of 

recommendation engine contains values of the parameters such as Temperature, Humidity, pH and NPK along with it has the crop 

grown for those particular values. For prices we have taken data of the price of a crop in the particular month of the year. So, 

depending on when the crop is harvested the price of the crop in that particular month is predicted. So once the data is fed into the 

recommendation engine the best crop is predicted using random forest algo. The result of the same is given as the input for the price 

prediction algo when the price of the crop is predicted using the decision tree algo. The price predicted is given as the result and 

then the price of crops in the different months of the year is represented graphically on the web page. 

pH is used to measure the pH of soil in the range of 1 to 14. and helps in knowing the fertility of the soil. Arduino is a 

microcontroller which connects all the sensors through the analogue pin. NodeMCU used here is also a microcontroller which 

connects to the Arduino gets the data and sends it to ThingSpeak through the Wi-Fi. ThingSpeak is an open source IoT application. 

Where the channel created in the application has its own API key through which it connects to the IoT device in our case its 

NodeMCU. The data read from this will be stored in the application. Each channel has its own HTTPS link through which the data 

can be read. This link is used in the recommendation engine to get the values. 

NPK sensor - Helps in getting the NPK value of the soil which plays the major role in the understanding of the soil property. The 

value read and given to the code is the form of %. 

 

IV. RESULT 

The final output will be a Web Application as shown in Figure 3 which is built using Flask. The web application is built using the 

Flask framework. For the design a frontend framework called materialize css is used. This web application is the combination of 

crop recommendation model and crop price prediction model. The landing page is complete price prediction analytics of top 5 

gainers and top 5 losers. Landing page also includes the star commodity at that time [8]. 

 

 

Fig 3. Homepage 
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Fig 4. Cropgen page 

Fig 5. Crop recommendation page 

 

There is a link in home page to connect to a form where the sensor values are displayed which is fetched through sensors. The form 

loads N, P, K and pH values from the sensor which are updated as the sensor sense a change. When we click on predict button form 

loads the analytics page where the most suitable crop is recommended for that type of crop under given weather conditions. Here the 

weather conditions are fetched based on the region and the month. For the weather the static data is taken from the weather 

forecasting websites [5]. 

The analytics page contains the predicted crop based on the soil fertility and the climatic conditions of the region that are submitted 

through the cropgen form. The page also contains the crop tabs clicking on which more details of the crop is shown in both static 

form in the form of layout displaying the 12 months forecast and graphical representation of the 12-month forecast and previous [6]. 

Fig 6. Crop Analytics 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 

                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 10 Issue VIII Aug 2022- Available at www.ijraset.com 

     

477 © IJRASET: All Rights are Reserved |  SJ Impact Factor 7.538 |  ISRA Journal Impact Factor 7.894 |  

V. CONCLUSION 

A structured machine learning algorithm is implemented to have an interactive interface to the end users. This model mainly focuses 

on anticipating accurate prices of the crops, forecasting on the webpage that is created using flask web application which is affable 

to farmers. The training datasets bring forth an intuitive depth in predicting the current market value for the crops recommended in 

the model.  
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